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To: Joseph Goffman/DC/USEPA/US@EPA;Lorie Schmidt/DC/USEPA/US@EPA;Howard 
Hoffman/DC/USEP A/US@EPA;Joel Beauvais/DC/USEP A/US@EPA; Kevin 
Culligan/DC/USEPA/US@EPA[]; orie Schmidt/DC/USEPA/US@EPA;Howard 
Hoffman/DC/USEP A/US@EPA;Joel Beauvais/DC/USEP A/US@EPA; Kevin 
Culligan/DC/USEPA/US@EPA[]; oward Hoffman/DC/USEPA/US@EPA;Joel 
Beauvais/DC/USEPA/US@EPA;Kevin Culligan/DC/USEPA/US@EPA[]; oel 
Beauvais/DC/USEPA/US@EPA;Kevin Culligan/DC/USEPA/US@EPA[]; evin 
Culligan/DC/USEPA/US@EPA[] 
Cc: Megan Ceronsky [mceronsky@edf.org]; ark Macleod [mmacleod@edf.org] 
From: Vickie Patton 
Sent: Mon 4/25/2011 4:51:22 AM 
Subject: CRS Report, NSPS Case Study, Adequately Demonstrated 

Here are some additional materials for your consideration. 

The CRS report on the regulation of stationary source greenhouse gases that includes an examination of 
NSPS issues. 

The CRS report draws from the attached Carnegie Mellon PhD dissertation by Margaret Taylor (The 
Influence of Government Actions on Innovative Activities in the Development of Environmental 
Technologies to Control Sulfur Dioxide Emissions from Stationary Sources). Taylor examines in detail the 
convergence of policy and technological innovation associated with Agency's 1971 S02 NSPS, 1978 S02 
NSPS and 1990 CAAA Title IV program for S02 including the policy genesis of the S02 controls, the 
nascent stages of FGD technology, and the acceleration of technological progress resulting from EPA's 
policies. One note is her explanation that the German acid rain protection requirements adopted in 1983 
resulted in the installation of 35,000 MW of FGD in four years-- 33 percent of which were licensed from 
US companies (see ps. 56 & 223, n. 108). 

We have also attached Judge Leventhal's 1973 opinion in Portland Cement re the contours of "adequately 
demonstrated" under the NSPS (as well as the DC Circuit decision affirming the standards on remand). 

Thank you again for your precious time. 

Sincerely yours, 
Vickie 

From: Mark Macleod 
Sent: Friday, April 22, 201112:51 PM 
To: Joseph Goffman/DC/USEPA/US; Lorie Schmidt/DC/USEPA/US; Howard Hoffman/DC/USEPA/US; 
beauvais.joel@epa.gov; culligan.kevin@epa.gov 
Cc: Vickie Patton; Megan Ceronsky 
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Subject: WRI facilitated 111(d) Principles 

All, 

Thanks again for your valuable time today. Here is the WRI facilitated document we discussed. The membership is 
listed in #2. We will follow up with some of the other references cited in today's call. 

Have a great weekend. 

Mark 

« File: WRI Dialogue Comments Final 4 18 2011.pdf » 

This e-mail and any attachments may contain confidential and privileged information. If you are not the intended 
recipient, please notify the sender immediately by return e-mail, delete this e-mail and destroy any copies. Any 
dissemination or use of this information by a person other than the intended recipient is unauthorized and may be 
illegal. 
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Summary 

In the lll th Congress, both the House and Senate committees of jurisdiction are expected to give 
climate change legislation high priority. The House Energy and Commerce Committee has 
already held hearings on draft legislation, and expects to hold markup before Memorial Day. The 
schedule for Senate action is less certain, but presumably it will follow House consideration. With 
the inauguration of President Obama, there is a proponent of greenhouse gas (GHG) legislation in 
the White House, as well, markedly improving the prospects for enacting some sort oflegislation 
to reduce GHG emissions. 

Although new legislation to address greenhouse gases is a leading priority of the President and 
many members of Congress, the ability to limit these emissions already exists under various 
Clean Air Act authorities that Congress has enacted, a point underlined by the Supreme Court in 
an April2007 decision, Massachusetts v. EPA Indeed, the EPA has already began the process that 
could lead to greenhouse gas regulations for motor vehicles in response to that court decision. 

Thus, controlling GHGs could follow a two-track approach, with Congress and the 
Administration pursuing new legal authority (for cap-and-trade, carbon tax, or other mechanisms) 
at the same time that the Administration, through the Environmental Protection Agency (EPA), 
exercises existing authority under the Clean Air Act to begin regulation of greenhouse gas 
emtSSlOnS. 

The key to using the Clean Air Act's authority is for the EPA Administrator to find that GHG 
emissions are air pollutants that endanger public health or welfare. The Administrator proposed 
such an endangerment finding Aprill7, 2009, beginning a public comment period that is 
expected to run through June. It should be noted, despite EPA's apparent commitment to move 
forward with an endangerment finding, that EPA Administrator Jackson and others in the 
Administration have made clear their preference that Congress address the climate issue through 
new legislation. 

If an endangerment finding is finalized, the agency could proceed to set GHG emission standards 
for motor vehicles. (A separate report, CRS Report R40506, Cars and Climate: What Can EPA 
Do to Control Greenhouse Gases from Mobile Sources?, discusses the endangerment finding and 
possible controls on mobile source GHGs.) The finding might also lead the agency and state 
permitting authorities to establish controls for stationary sources, including electric power plants 
and other industrial sources that account for the largest share of GHG emissions. 

This report discusses EPA'sauthority to control GHG emissions from stationary sources under the 
Act, and the various options that EPA could exercise. Of these, perhaps the strongest basis for 
establishing a traditional regulatory approach would be Section lll of the CAA, which provides 
authority to set New Source Performance Standards and, under Section lll (d), requires the states 
to control emissions from existing sources of the same pollutants. Other sections of the Act, not 
previously used, might provide authority to establish a cap-and-trade system for GHG emissions. 

The report is not a legal analysis. Our intention is to describe legal issues and arguments that have 
been raised and to discuss potential EPA approaches to their resolution, without drawing legal 
conclusions. 
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Introduction 

In the Ill th Congress, both the House and Senate committees of jurisdiction are expected to give 
climate change legislation high priority. The House Energy and Commerce Committee has 
already held hearings on draft legislation, and expects to hold markup before Memorial Day. The 
schedule for Senate action is less certain, but presumably it will follow House consideration. With 
the inauguration of President Obama, there is a proponent of greenhouse gas (GHG) legislation in 
the White House, as well, markedly increasing the probability for enacting some sort of 
legislation to reduce GHG emissions. The President has said that a new energy, environment, and 
climate policy will be "a leading priority of my presidency, and a defining test of our time." 

Although new legislation to address greenhouse gases is a leading priority of the President and 
many members of Congress, the ability to limit these emissions already exists under various 
Clean Air Act (CAA) authorities that Congress has enacted, a point underlined by the Supreme 
Court in an April2007 decision (discussed below). Indeed, the U.S. Environmental Protection 
Agency (EPA) has already begun the process that could lead to greenhouse gas regulations for 
mobile sources in response to court decisions. 

If EPA moves to regulate greenhouse gases from mobile sources, legal and policy drivers would 
be activated that could lead to regulation of stationary sources as well. The legal drivers are 
beyond the scope of this report, which is focused on the policy options and control alternatives 
available to EPA if it were to use existing authorities to regulate greenhouse gases from stationary 
sources. 

Indeed, stationary sources are the major sources of the country's greenhouse gas emissions. 
Overall, 72% of U.S. emissions of greenhouse gas come from stationary sources (the remainder 
come from mobile sources). As indicated in Table l, relatively large sources of fossil-fuel 
combustion and other sources are responsible for about one-half the country's total emissions. If 
EPA were to embark on a serious effort to reduce greenhouse gas emissions, stationary sources, 
and in particular large stationary sources, would have to be included. This concentration of 
greenhouse gas emissions is even more important from a policy standpoint: reductions in 
greenhouse gas emissions from these sectors are likely to be more timely and cost-effective than 
attempts to reduce emissions from the transport sector. 

This report discusses three major paths and two alternate paths of statutory authorities that have 
been identified by EPA and others as possible avenues the agency might take in addressing 
greenhouse gas emissions under existing CAA provisions. After discussing the approaches, we 
identify categories of control options EPA could consider, including an EPA-coordinated cap-and
trade program. Then we discuss the administrative difficulties in using the Clean Air Act for 
greenhouse gas control, particularly New Source Review and Title V permitting requirements. 
Finally, we conclude by putting the issue into the context of previous environmental challenges 
the CAA has faced. 
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Table I. Selected U.S. Stationary Sources of Greenhouse Gases 

Source 2007 Emissions 

Electricity Generation (C02, CH4, N20) 

Coal-fired 

Natural gas-fired 

Fuel Oil-fired 

1977.7 

374.1 

55.4 

%of Total GHGs 

27.8% 

5.3% 

0.8% 

Industrial fossil-fuel combustion (C02, CH4, N20) 
Mostly Petroleum refineries, chemicals, primary metals, paper, food, 
and nonmetallic mineral products 

Coal-fired 

Natural gas-fired 

Fuel Oil-fired 

Industrial Processes 

Iron and Steel 
Production (C02, 
CH4) 

Cement 
Production (C02) 

Nitric Acid 
Production (N20) 

Substitution of 
Ozone Depleting 
Substances (HFCs) 

Other 

Natural Gas 
Systems (C02, 
CH4) 

Waste Incineration 
(C02, N20) 

TOTAL 

Source: EPA inventory, April 2009. 

108.1 

385.6 

353.3 

74.3 

44.5 

21.7 

108.3 

133.4 

21.2 

3657.6 

1.5% 

5.4% 

5.0% 

1.0% 

0.6% 

0.3% 

1.5% 

1.9% 

0.3% 

51.3% 

The Entry Point: Massachusetts vs. EPA 

A regulatory approach using existing Clean Air Act authorities has been under consideration at 
EPA for more than a decade. In 1998, EPA'sGeneral Counsel, Jonathan Cannon, concluded in a 
memorandum to the EPA Administrator that greenhouse gases were air pollutants within the 
Clean Air Act's definition of the term, and therefore could be regulated under the Act.1 Relying on 
the Cannon memorandum as well as the statute itself, on October 20, 1999, a group of 19 

1 Memorandum from Jonathan Z. Cannon, EPA General Counsel, to Carol M. Browner, EPA Administrator, EPA's 
Authority to Regulate Pollutants Emitted by Electric Power Generation Sources (April I 0, 1998). 
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organizations petitioned EPA to regulate greenhouse gas emissions from new motor vehicles 
under Section 202 of the Act.2 Section 202 gives the EPA Administrator broad authority to set 
"standards applicable to the emission of any air pollutant from any class or classes of new motor 
vehicles" if in her judgment they contribute to air pollution which "may reasonably be anticipated 
to endanger public health or welfare." 

EPA denied the petition in 2003 3 on the basis of a new General Counsel memorandum issued the 
same day in which the General Counsel concluded that the CAA does not grant EPA authority to 
regulate C02 and other GHG emissions based on their climate change impacts. 4 The denial was 
challenged by Massachusetts, eleven other states, and various other petitioners in a case that 
ultimately reached the Supreme Court. In an April2, 2007 decision (Massachusetts v. EPA), the 
Court found by 5-4 that EPAdoes have authority to regulate greenhouse gas emissions, since the 
emissions are clearly "air pollutants" under the Clean Air Act's definition of that term.5 The 
Court's majority concluded that EPA must, therefore, decide whether emissions of these 
pollutants from new motor vehicles contribute to air pollution that may reasonably be anticipated 
to endanger public health or welfare. If it makes this finding of endangerment, the Act requires 
the agency to establish standards for emissions of the pollutants.6 

The Advance Notice of Proposed Rulemaking (ANPR) 

For nearly two years following the Court's decision, the Bush Administration's EPA did not 
respond to the original petition nor make a finding regarding endangerment. Its only formal 
action following the Court decision was to issue a detailed information request, called an 
Advance Notice of Proposed Rulemaking (ANPR), on July 30, 2008.7 

The ANPR occupied 167 pages of the Federal Register. Besides requesting information, it took 
the unusual approach of presenting statements from the Office of Management and Budget, four 
Cabinet Departments (Agriculture, Commerce, Transportation, and Energy), the Chairman of the 
Council on Environmental Quality, the Director of the President's Office of Science and 
Technology Policy, the Chairman of the Council of Economic Advisers, and the Chief Counsel 
for Advocacy at the Small Business Administration, each of whom expressed their objections to 

2 The lead petitioner was the International Center for Technology Assessment (ICTA). The petition may be found on 
their website at http://www.icta.org/doc/ghgpet2.pdf. 
3 The agency argued that it lacked statutory authority to regulate greenhouse gases: Congress "was well aware of the 
global climate change issue" when it last comprehensively amended the Clean Air Act in 1990, according to the 
agency, but "it declined to adopt a proposed amendment establishing binding emissions limitations." Massachusetts v. 
EPA, 549 U.S. 497 (2007). 
4 Memorandum from Robert E. Fabricant, EPA General Counsel, to Marianne L. Horinko, EPA Acting Administrator, 
EPA'sAuthorityto Impose Mandatory Controls to AddressGlobalClimateChange Under the Clean Air Act (August 
28, 2003). 
5 Massachusetts v. EPA, 549 U.S. 497 (2007). The majority held: "The Clean Air Act's sweeping definition of 'air 
pollutant' includes' any air pollution agent or combination of such agents, including any physical, chemical ... 
substance or matter which is emitted into or otherwise enters the ambient air. ... ' ... Carbon dioxide, methane, nitrous 
oxide, and hydrofluorocarbons are without a doubt 'physical [and] chemical ... substances[ s] which [are] emitted into ... 
the ambient air.' The statute is unambiguous." 
6 For further discussion of the Court's decision, see CRS Report RS22665, The Supreme Court's Climate Change 
Decision: Massachusetts v. EPA, by Robert Meltz. 
7 U.S. EPA, ''Regulating Greenhouse Gas Emissions Under the Clean Air Act," 73 Federal Register 44354, July 30, 
2008. 
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regulating greenhouse gas emissions under the Clean Air Act. The OMB statement began by 
noting that, "The issues raised during interagency review are so significant that we have been 
unable to reach interagency consensus in a timely way, and as a result, this staff draft cannot be 
considered Administration policy or representative of the views of the Administration."8 It went 
on to state that " ... the Clean Air Act is a deeply flawed and unsuitable vehicle for reducing 
greenhouse gas emissions."9 The other letters concurred. The ANPR, therefore, was oflimited use 
in reaching a conclusion on the endangerment issue and, in any event, it presents the views of an 
Administration no longer in office. 

The current Administration made review of the endangerment issue a high priority. On Aprill7, 
2009, EPA proposed a finding that GHGs do endanger both public health and welfare and that 
GHGs from new motor vehicles contribute to that endangerment.10 Publication of the proposal in 
the Federal Register on April24 began a 60-day public comment period. In addition, public 
hearings will be held May 18 in Arlington, VA, and May 21 in Seattle, WA. 

Potential Implications for Stationary Sources 

While there has been considerable speculation in the literature about the meaning of 
Massachusetts v. EPA for stationary sources, there have also been several attempts to invoke the 
various authorities of the Clean Air Act to begin controlling greenhouse gas emissions from 
stationary sources. 11 Among the legal initiatives currently underway are the following: 

In 2006, the EPA revised the New Source Performance Standard (NSPS) for 
electric utilities and other steam generating units without including any C02 

standard, or other requirement. Led by New York, several states filed a petition 
for review of the new NSPS, challenging the omission of any C02 requirement. 
In September 2007 the D.C. Circuit Court of Appeals remanded the case back to 
EPA for further proceedings "in light of Massachusetts v. EPA."12 

In 2007, EPA Region 8 granted a Prevention of Significant Deterioration (PSD) 
permit authorizing construction of a waste-coal-fired electric generating plant 
near Bonanza, Utah. Appealing the decision, the Sierra Club argued to the 
Agency's Environmental Appeals Board (EAB) that because the Court had found 
in Massachusetts v. EPA that C02 was an air pollutant under the Act, and that 
EPA has imposed CO2 monitoring and reporting requirements, the Bonanza plant 
was required to install Best Available Control Technology (BACT) for C02 

emissions. The EAB rejected the Sierra Club'sinterpretationofthe PSD-NSR 
language, but remanded it back to Region 8 for reconsideration of a C02 BACT 
requirement. 13 In another PSD-NSR (New Source Review) case, EPARegion 9 

8 "Regulating Greenhouse Gas Emissions Under the Clean Air Act," 73 Federal Register 44356, July 30, 2008. 
9 Ibid. 
10 Environmental Protection Agency, "Proposed Endangerment and Cause or Contribute Findings for Greenhouse 
Gases Under Section 202(a) of the Clean Air Act," PrePublication Copy, April 17, 2009, at http://epa.gov/ 
climatechange/endangerment/downloads/GHGEndangermentProposal.pdf. 
11 For a legal discussion of these initiatives, see CRS Report RL32764, Climate Change Litigation: A Survey, by Robert 
Meltz. 
12 New York v. EPA, No 06-1322 (D.C. Cir., September 24, 2007) 
13 The Board rejected the Region's argument that it was limited by an historical agency interpretation to read "subject 
to regulation" as meaning "subject to a statutory or regulatory provision that requires actual control of emissions of that 
(continued ... ) 
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filed a motion with the EAB in April2009 for a voluntary remand of the PSD 
permit for the Desert Rock coal-fired power plant in New Mexico to allow for a 
reconsideration of its permit to include a C02 limitation. Region 9 wants to 
reconsider its decision not to require Desert Rock to install "carbon-ready" 
integrated gasification combined-cycle technology instead of allowing current 
pulverized-coal technology.14 

In 2009, the Environmental Integrity Project, an environmental group, filed a 
complaint with the D.C. Circuit Court to force the EPA to review nitrous oxide 
(N20) emissions from nitric acid plants. 15 The group argues that EPA has not 
reviewed the NSPS for such plants since 1984, despite the statutory requirements 
for periodic reviews. 

It should be noted that amidst this legal activity and EPA'sapparent commitment to move forward 
with an endangerment finding, EPA Administrator Jackson and others in the Administration have 
made clear that their preference would be for Congress to address the climate issue through new 
legislation. In the press release announcing the proposed endangerment finding, the agency 
stated, "Notwithstanding this required regulatory process, both President Obama and 
Administrator Jackson have repeatedly indicated their preference for comprehensive legislation to 
address this issue and create the framework for a clean energy economy." 

Potential Paths for GHG Stationary Source Control 

When looking at the CAA from the point of view of reducing GHGs from stationary sources, 
three existing paths are available. As indicated in Table 2, the three paths are (1) to regulate 
GHGs as criteria air pollutants, (2) to regulate GHGs as hazardous air pollutants, or (3) to 
regulate GHGs as designated air pollutants. Each of these paths are discussed below, along with 
two lesser explored trails: Section 115 and Title VI. 

( ... continued) 

pollutant." Since EPA has yet to issue a CAA regulation requiring actual control of C02 emissions, Region 8 argued, 
BACT for C02 is not required. Hence, the Board remanded the permit to the Region for it to reconsider whether to 
impose a C02 BACT limit. Deseret Power Electric Cooperative, PSD Appeal No. 07-03 (E.A.B. November 13, 2008). 
14 For more information on Desert Rock's PSD-NSR permit, see http://www.epa. gov/region09/air/per mit/desert-rock/. 
15 Complaint at 2, Environmental Integrity Project v. EPA, No. I :09-cv-00218 (D.C. Circuit, filled February 4, 2009). 
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Table2. Simplified Requirements under Title I for Most Stationary Sources 

Section 109 Section 112 Sections I I I ( d)/129 
(NAAQS) (Air Toxics) (Designated Pollutants) 

Minimum Controls New/Modified Source: New Source: New/Modified Source: 
EPA-determined NSPS EPA-determined MACT EPA-determined NSPS 
under Sec. I I I under Sec. I I 2 under Sec. I I I 

Existing Source: Existing Source: Existing Source: 
Depends on area's Less stringent EPA- State determination under 
attainment status/ visibility determined MACT EPA standards issued under 
provisions Sec. lll(d) 

Implementing Provisions State Implementation Plans Statutory list under Sec. Designated Pollutant Plans 
under Sec. I I 0 112(b)(l) under Sec. I I I (d)/129 

New Source Review EPA determination under New Source Review (PSD) 
(NSPS, PSD, Sec.l12(b)(2) or (b)(3) 
nonattainment) 

Sec. I 26 Petitions 

Notes: NAAQS stands for National Ambient Air Quality Standard and is discussed below. MACT stands for 
Maximum Achievable Control Technology and is discussed after the discussion of NAAQS. 

Path 1: Regulating GHG through National Ambient Air Quality 
Standards (NAAQS) 

Importance of NAAQS 

The backbone of the Clean Air Act is the creation of National Ambient Air Quality Standards 
(NAAQS). The need to attain NAAQS, which are set at levels designed to protect public health 
without consideration of costs or economic impact, is the driving force behind much of clean air 
regulation. 

The authority for NAAQS is found in Sections 108 and 109 of the Act. Under Section 108, EPA is 
to identify air pollutants that, in the Administrator's judgment, endanger public health or welfare, 
and whose presence in ambient air results from numerous or diverse sources. Under Section 109, 
EPA is required to set NAAQS for the identified pollutants. 

Section 109 requires the EPA Administrator to set both primary and secondary NAAQS. Primary 
NAAQS must be set at a level that will protect public health with an adequate margin of safety. 
Secondary NAAQS are required to protect public welfare from "any known or anticipated 
adverse effects associated with the presence of such air pollutant in the ambient air." Public 
welfare covers damage to crops, vegetation, soils, wildlife, water, property, building materials, 
etc., and such broader variables as visibility, climate, economic values, and personal comfort and 
well-being. 

Over the years, EPA has identified six air pollutants or categories of air pollutants for NAAQS: 
sulfur dioxide (S02), particulate matter (PM2s and PM10), nitrogen dioxide (N02), carbon 
monoxide (CO), ozone, and lead. These six are referred to as "criteria" pollutants. Each of the 
criteria pollutants was identified for NAAQS regulation in the 1970s. Since that time, although 
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the specific standards (the allowed concentrations) have been reviewed and modified, no new 
criteria pollutants have been identified. 

NAAQS and Controlling GHGs 

If carbon dioxide (C02) or other greenhouse gases were identified as criteria pollutants, NAAQS 
would then have to be set. C02, the most important greenhouse gas, is arguably an air pollutant 
that endangers public health or welfare,16 and its presence in ambient air results from numerous or 
diverse sources. Thus, it meets the basic criteria of Section 108. But setting a NAAQS for C02 

raises a number of potential issues, four of which are discussed in the following sections. 

Setting a Standard 

An initial difficulty would arise in choosing a level at which to set a NAAQS. Primary and 
secondary NAAQS are expressed as concentrations of the pollutant in ambient air that endanger 
public health or welfare. For the six current criteria pollutants, the focus has been on setting 
primary (health-based) standards-i.e., identifying a concentration in ambient air above which 
ambient concentrations of the pollutant contribute to illness or death. These standards are based 
on both concentration-response studies undertaken in laboratory conditions (often animal studies, 
but some involving humans), and on epidemiology that demonstrates a correlation between 
greater exposure to the pollutant and higher rates of morbidity and mortality. 

For C02 at current and projected levels, there are not the same direct linkages between higher 
concentrations and health as there are for each of the current NAAQS. A person exposed to 
current ambient levels of C02 will not be sickened. Nor is it likely that one could demonstrate a 
connection between C02 and morbidity or mortality through epidemiology, in part because C02 

concentrations are relatively uniform across the globe and change very slowly. The argument that 
can be made is more indirect: that higher levels of C02 are likely over time to cause higher 
temperatures, and higher temperatures and associated changes in climate-related processes are 
likely to have health consequences. 

If EPA concluded that this connection between C02, higher temperatures, and human health were 
sufficient to justify establishing a primary NAAQS, it would still be difficult to pick out a specific 
C02 concentration for a standard. Among scientists concerned about greenhouse gas 
concentrations, some argue for a level of 350 parts per million (ppm) as the concentration that 
must be attained, 17 others argue for 450 ppm, and some for levels of 550-600 ppm. Current 

16 We say "arguably" because EPA has not yet made this endangerment finding (although it has proposed doing so), 
and there are climate skeptics who would dispute whether such a finding is justified. On the other hand, the vast 
majority of the climate science community, as represented by the Intergovernmental Panel on Climate Change, have 
concluded that "[ w ]arming of the climate system is unequivocal ... ," and "[ m ]ost of the observed increase in globally
averaged temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic GHG 
concentrations." Further, "Most impacts are expected to be adverse (e.g., lower agricultural productivity in many 
regions, drought, rising sea levels, spread of disease vectors, greater needs for cooling)." See CRS Report RL34266, 
Climate Change: Science Highlights, by Jane A. Leggett. Within EPA, it would appear that the relevant staff concluded 
that an endangermentfinding was justified in 2007, but the agency took no action as the result ofthe involvementof 
other agencies and the White House. See Testimony of Jason Burnett, Former Associate Deputy Administrator, EPA, at 
Senate Environment and Public Works Committee, "Regulation of Greenhouse Gases under the Clean Air Act," 
Hearing, September 23,2008. 
17 The argument for 350 ppm is based largely on concern over melting glaciers, polar ice caps, and sea level, not direct 
(continued ... ) 
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concentrations in the Earth's atmosphere are about 385 ppm, increasing by l or 2 ppm per year. 
The mechanics of implementing a standard will be discussed in greater detail below, but it is 
important to note here that unless one chose a standard at or below the current ambient level, 
establishing a primary NAAQS would have no consequence. It is only if ambient concentrations 
of the pollutant exceed the standard that action must be taken. 

A further point regarding the setting of a NAAQS is the importance of distinguishing primary 
from secondary standards. If one were to set a NAAQS for C02 or other GHGs, it is perhaps the 
secondary NAAQS that is most relevant to the discussion. As noted above, secondary NAAQS 
are designed to prevent damage to crops, vegetation, soils, wildlife, water, property, building 
materials, etc. and such broader variables as visibility, climate, economic values, personal 
comfort and well-being. 

EPA-under both Democratic and Republican Presidents-has generally given short shrift to the 
setting of secondary NAAQS: most have been set at a level identical to the primary standard, with 
little discussion of the agency's reasoning. In part, this is because secondary NAAQS have no 
deadlines attached to their attainment and there is no enforcement mechanism or penalty for 
failure to attain them. 

Thus, it would hardly be worth the effort to establish a NAAQS for GHGs unless one could 
establish a defensible case for a specific primary standard that was below ambient levels. Primary 
NAAQS, unlike their secondary kin, do have deadlines: there are consequences for a failure to 
attain them in a timely manner. 

Identifying NonattainmentAreas 

If a C02 or GHG NAAQS were set by EPA, the next step would be to identify nonattainment 
areas (i.e., areas where ambient concentrations of C02 and/or other GHGs exceed the NAAQS). 
The procedure for doing so is specified under Section 107 of the Act. For the six current criteria 
pollutants, there are distinct local and regional concentrations of each pollutant that can generally 
be linked to stationary or mobile sources in the area. In some cases, the sources may be relatively 
distant, with pollutants (or precursors) emitted hundreds of miles away. But with all of the current 
criteria pollutants, there are significant variations in local and regional concentrations, and only 
those areas with pollutant readings higher than the NAAQS are designated "nonattainment." 

For C02, this would not be the case. Concentrations are relatively homogeneous across the entire 
country-indeed, across the world. Thus, the entire United States would need to be designated 
nonattainment if concentrations exceeded the standard. 

Developing State Implementation Plans 

A third element ofNAAQS that appears ill-suited to the regulation of GHGs is the mechanism 
used to bring about compliance with NAAQS, the State Implementation Plan (SIP) provisions in 
Section ll 0 and Sections l7l-l79B. SIPs describe the sources of pollution in a nonattainment 
area and the methods that will be used by the area to reduce emissions sufficiently to attain the 

( ... continued) 

public health considerations. 
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standard. They are required to be developed and submitted to EPA for each nonattainment area 
within three years of its designation. 

SIPs build on some national standards (for new motor vehicles and new or modified power plants, 
for example), but they assume that most sources of the pollution to be controlled are local, and 
therefore, that the measures needed to reach attainment are measures tailored to local conditions. 
To the extent that significant emission sources are located in other states, downwind states are 
authorized under Section 126 to petition EPA for controls on such upwind sources. 

If pollution is uniform throughout the country, there is no reason why the measures taken to 
reduce it should vary from locality to locality. Nor will a nonattainment area be able to 
demonstrate that its pollution control measures will have any measurable impact on the ambient 
concentration of most greenhouse gases. Thus, State Implementation Plans tailored to each 
nonattainment area would be ill-suited to the nature of the problem. 

Attaining the Standard 

It is also unlikely that any state or nonattainment area on its own could demonstrate reasonable 
further progress toward attainment of the standard (as is required by Section 172), particularly 
within the 5- to 1 0-year period specified in Section 172 for attainment of a NAAQS. Greenhouse 
gases accumulate in the atmosphere, and some can take hundreds of years to diminish, even if 
current global emissions decline. Global emissions are increasing. Individual states and 
nonattainment areas would have little chance of reversing this trend through any set of actions 
they might undertake on their own. 

Path 2: Regulating GHGs through Section 112 as Hazardous Air 
Pollutants 

Importance of Section 112 

As revised by the 1990 CAA amendments, Section 112 contains four major provisions: Maximum 
Achievable Control Technology (MACT) requirements for major sources; health-based standards 
to be imposed for the residual risks remaining after impositionofMA CT standards; standards for 
stationary "area sources" (small, but numerous sources, such as gas stations or dry cleaners, that 
collectively emit significant quantities of hazardous pollutants); and requirements for the 
prevention of catastrophic releases. The MACT and area source provisions would appear to be the 
most relevant, if GHGs were to be controlled under this section. 

The MACT provisions require EPA to set standards for sources of the listed pollutants that 
achieve "the maximum degree of reduction in emissions" taking into account cost and other non
air-quality factors. MACT standards for new sources "shall not be less stringent than the most 
stringent emissions level that is achieved in practice by the best controlled similar source." The 
standards for existing sources may be less stringent than those for new sources, but generally 
must be no less stringent than the average emission limitations achieved by the best performing 
12% of existing sources. Existing sources are given three years following promulgation of 
standards to achieve compliance, with a possible one-year extension; additional extensions may 
be available for special circumstances or for certain categories of sources. 
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In addition to the technology-based standards for major sources of hazardous air pollution, 
Section 112 requires EPA to establish standards for stationary "area sources" (small, but 
numerous, sources such as gas stations or dry cleaners, that collectively emit significant quantities 
ofhazardous air pollutants). In setting these standards, EPA can impose less stringent "generally 
available" control technologies, rather than MACT. 

Section 112 and Controlling GHGs 

Could EPA regulate GHG emissions as hazardous air pollutants under Section 112? In its 
comments on the ANPR, the Bush Administration's Department of Energy stated that" ... it is 
widely acknowledged that a positive endangerment finding could lead to ... the listing of one or 
more greenhouse gases as hazardous air pollutants (HAP) under section 112."18 EPA, on the other 
hand, was more circumspect in its analysis, stating: 

The effects and findings described in section 112 are different from other sections of the 
CAA addressing endangerment of public health discussed in previous sections of today' s 
notice. Given the nature of the effects identified in section 112(b )(2), werequestcommenton 
whether the health and environmental effects attributable to GHG fall within the scope of 
this section. 19 

The language of Section 112 refers to pollutants that may present a threat of adverse human 
health effects or adverse environmental effects. This language might be broad enough that GHGs 
could be categorized as hazardous air pollutants and subjected to the regulatory tools provided by 
the section, but because the section was written to apply to carcinogenic and other toxic air 
pollutants present in emissions in small quantities, there would be questions as to whether 
Congress intended the use of the section's authority for pollutants such as GHGs. The legislative 
history of the Act makes clear that it was designed primarily to regulate pollutants commonly 
referred to as "air toxics." Hazardous air pollutants are defined as "any pollutant listed pursuant to 
subsection [112](b )."Congress provided an initial list of 189 hazardous air pollutants in that 
subsection, and it established criteria and procedures for revising the list in Section 112(b )(2). In 
the 18 years since the criteria were established, EPA has not added any substances to the list. 

The procedures for revising the list provide that the Administrator may do so "by rule," adding 
pollutants that may present, through inhalation or other routes of exposure, a threat of adverse 
human health effects, or, through a variety of routes of exposure, adverse environmental effects. 
The human health effects language is qualified with wording that suggests the type of pollutants 
Congress had in mind when it drafted this section: substances that include, but are not limited to, 
ones known or reasonably anticipated to be carcinogenic, mutagenic, teratogenic, neurotoxic, 
acutely or chronically toxic, or which cause reproductive dysfunction. 

The section is also not well-suited to the most common GHGs, such as C02, that are emitted in 
very large quantities. For example, it defines a major source as one that emits 10 tons per year or 
more of any hazardous air pollutant. Annual C02 emissions in the United States are about 6 
billion metric tons, and hundreds of thousands, perhaps millions of sources (including large 
residential structures) might qualify as major sources if C02 were listed as a hazardous air 
pollutant under this section. 

18 73 Federal Register 44367, July 30, 2008. 
19 Ibid., p. 44493. 
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Section 112 might be useful, if at all, for regulating small volume chemicals that are very potent 
greenhouse gases: sulfur hexafluoride (SF 6), for example. SF 6 has a global warming potential 
22,800 times as great as C02 and accounted for about one-quarter of one percent of total U.S. 
GHG emissions in 2007, when measured by its global warming potential. SF6 emissions were 
16.5 million metric tons of COrequivalent in that year. Actual emissions expressed as SF 6, 

however, were only 690 metric tons. Nitrogen trifluoride (NF 3), another chemical with low 
emission levels but high global warming potential, might be another candidate, ifEPAchose this 
regulatory route. Section 112 generally considers a major source of emissions to be one that emits 
more than l 0 tons per year of a hazardous air pollutant, and it allows the Administrator to 
establish a lesser quantity as the major source threshold, based on the potency of the air pollutant 
or other relevant factors. 

Once the source categories for hazardous air pollutants are identified, Section 112 establishes a 
presumption in favor of regulation of the designated pollutants; it requires regulation unless EPA 
or a petitioner is able to show "that there is adequate data on the health and environmental effects 
of the substance to determine that emissions, ambient concentrations, bioaccumulation or 
deposition of the substance may not reasonably be anticipated to cause any adverse effects to 
human health or adverse environmental effects." 

Path 3: Regulating GHGs through Sections 111 as Designated Air 
Pollutants 

Given the difficulties in following the first two paths, much of the attention, including EPA's,has 
been on the third path. The term "designated pollutant" is a catch-all phrase for any air pollutant 
that isn't either a criteria air pollutant under Section l 08 or a toxic air pollutant under Section 
112. Examples of these include fluorides from phosphate fertilizer manufacturing or primary 
aluminum reduction, or sulfuric acid mist from sulfuric acid plants. 

Importance of Section 111 

The authority to regulate such pollutants is Section 111.20 Section lll establishes New Source 
Performance Standards (NSPS), which are emission limitations imposed on designated categories 

20 In addition to using Section 111, in its July 2008 Advance Notice of Proposed Rulemaking EPA discussed at some 
length the possibility of using Section 129 of the act to regulate GHG emissions from solid waste combustion units. 
This would seem to be among the more unlikely routes to regulation ofGHGs. 

Section 129 is structured differently from most of the other CAA authorities discussed here: there is no provision for an 
endangerment finding, and there is no blanket authority for the Administrator to regulate pollutants that endanger 
public health or welfare; there is, instead, a specific list of 10 types of pollution for which the Administrator shall 
establish standards, with no provision for adding pollutants to the list. 

Furthermore, waste incineration is a relatively small source of GHG emissions. According to the latest EPA Invent01y 
of Greenhouse Gas Emissions and Sinks, incineration of waste emitted 20.8 million metric tonnes of C02 in 2007, less 
than 0.3% of total U.S. GHG emissions. 

To the extent that Section 129 provides broader authority to the Administrator, it does so by referencing Section 111: 
"The Administrator shall establish performance standards and other requirements pursuant to Section 111 and this 
section for each category of solid waste incineration units." Thus, the authority the Administrator has over waste 
combustion units is addressed in our discussion of EPA's authority over stationary sources in general under Section 
111. 
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of major new (or substantially modified) stationary sources of air pollution. A new source is 
subject to NSPS regardless of its location or ambient air conditions.21 

Section 111 provides authority for EPA to impose performance standards on stationary sources
directly in the case of new (or modified) sources, and through the states in the case of existing 
sources (Section 111 (d)). The authority to impose performance standards on new and modified 
sources refers to any category of sources that the Administrator judges "causes, or contributes 
significantly to, air pollution which may reasonably be anticipated to endanger public health or 
welfare" (Sec. lll(b)(l)(A)). In establishing these standards, the Administrator has the flexibility 
to "distinguish among classes, types, and sizes within categories of new sources" (Sec. 
lll(b)(2)). 

The performance standards themselves are to reflect "the degree of emission limitation achievable 
through the application of the best system of emission reduction which (taking into account the 
cost of achieving such reduction and any nonair quality health and environmental impact and 
energy requirements) the Administrator determines has been adequately demonstrated" (Sec. 
lll(a)(l)). Both the Administrator and the individual states have the authority to enforce the 
NSPS. 

Controlling GHG through Section 111 

Section 111 appears to provide a strong basis for EPA to establish a traditional regulatory 
approach to controlling greenhouse gas emissions from large stationary sources. As noted, the 
section gives EPA considerable flexibility with respect to the source categories regulated, the size 
of the sources regulated, the particular greenhouse gases regulated, along with the timing and 
phasing in of regulations. This flexibility extends to the stringency of the regulations with respect 
to costs, and secondary effects, such as nonair quality, heath and environmental impacts, along 
with energy requirements. This flexibility is encompassed within the Administrator's authority to 
determine what control systems she determines have been "adequately demonstrated." As 
discussed later, this determination has been used to authorize control regimes that extended 
beyond the merely commercially available to those technologies that have only been 
demonstrated, and thus are considered by many to have been "technology-forcing." 

In sum, Section 111 has several advantages in considering greenhouse gas controls including that 
it (1) has flexibility with respect to the size of the source controlled (Section lll(b)(2)), (2) can 
prioritize its schedule of performance standards (Section lll(f)(2)), (3) can consider costs and 
other factors in making determinations, and (4) has discretion with respect to determining 
technology that has been adequately demonstrated. Essentially, using Section 111, EPA can 
determine who gets controlled, when they get controlled, how much they get controlled, and at 
what price. 

21 The federal focus on new facilities arose from several factors. First, it is generally less expensive to design in to new 
construction necessary control features than to retrofit those features on existing facilities not designed to incorporate 
them. Second, uniform standards for new construction ensures that individual states will not be tempted to slacken 
environmental control requirements to compete for new industry. NSPS was also seen as enhancing the potential for 
long-term growth, ensuring competitiveness between low and high sulfur coals, and creating incentives for new control 
technologies. See Senator Edmund Muskie, Senate Consideration of the Report of the conference Committee (August 
4, 1977), in U.S. Senate, Committee on Environment and Public Works, A Legislative History of the Clean Air Act 
Amendments of 1977 (95th Congress., 2d session; Serial No. 95-15) (1979), vol. 3, p. 353. 
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Going Off the Beaten Path: Regulating under Section 115 or Title 
VI 

Section 115: International Pollution 

On the face of it, Section 115 would appear the ideal provision to address the global issue of 
climate change. It is focused on international problems and has unique international triggers. 
Specifically, Section 115 could be invoked by EPA on one of two bases. 

First, EPA could act if it receives reports, surveys, or studies from "any duly constituted 
international agency" that gives EPA: 

reason to believe that any air pollutant or pollutants emitted in the United States cause or 
contribute to air pollution which may reasonably be anticipated to endangerpublichealth or 
welfare in a foreign country .... 22 

Unlike the endangerment triggers under other sections of the Act, the endangerment finding under 
Section 115 refers to international effects based on data from internationally recognized sources. 
Many would argue that reports by the Intergovernmental Panel on Climate Change (IPCC) would 
fit this requirement. A United Nations body, created by the World Meteorological Organization 
and United Nations Environment Programme, the group and its results are referenced by EPA in 
its ANPR and its proposed endangerment finding. 

Second, in addition to a unique international endangerment trigger, Section 115 can be invoked 
without any EPA endangerment finding at all. Specifically, EPA is directed to act "whenever the 
Secretary of State requests him to do so with respect to such pollution [that endangers public 
health or welfare in a foreign country] which the Secretary of State alleges is of such a nature .... " 
(Section ll5(a)). Thus, an allegation by the Secretary of State is sufficient cause for EPA to act. 

The action called for under Section 115 is implemented through Section llO(a)(2)(H)(ii) that 
requires states to revise their SIPs to prevent or eliminate the endangerment identified. 
Apparently, based on this reference to SIPs, EPA states in its ANPR that Section 115 could only 
be exercised ifEPAwere to promulgate a NAAQS for greenhouse gases.23 However, this is 
arguable. Section ll O(a)(2)(H)(ii)states that SIPs must be crafted to provide for revisions: 

... whenever the Administrator finds on the basis of information available to the 
Administrator that the plan is substantially inadequate to attain the national ambient air 
quality standard which it implements or to otherwise comply with any additional 
requirements established under this Act. [emphasis added] 

In their article arguing in favor of using Section 115 to address climate change, Martella and 
Paulson state their opposition to EPA'sblanket assertion that a greenhouse gas NAAQS would be 
necessary to invoke Section 115: 

... based on the plain language of the statute, however, this is unlikely to have been what 
Congress intended. Section 115 is not in any way limited to criteria pollutants. In fact, the 

22 Section 115( a) 
23 73 Federal Register 44483, July 30, 2008. 
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opposite is true. It applies specifically to "any air pollution." Clean Air Act Section 
110(a)(2)(H)(ii) makes it clear that SIP must provide for the revision of the plan not only 
when the plan is inadequate to attain a NAAQS, but also to otherwise comply with any 
additional requirements, such as a revision required by Section 115.24 [footnotes omitted] 

The above actions are prefaced on a condition of reciprocity; Section 115 applies "only to a 
foreign country which the Administrator determines has given the United States essentially the 
same rights with respect to the prevention or control of air pollution occurring in that country as 
is given that country by this section." (Section ll5(c)) EPA notes in its ANPR that reciprocity 
with one or more affected countries may be sufficient to trigger Section 115.25 Many countries 
currently attempting to comply with the Kyoto Protocol, such as the European Union, could argue 
that their efforts to reduce greenhouse gases are being hindered by absent or inadequate U.S. 
controls. Such countries could argue they meet the criteria under Section ll5(c) with respect to 
reciprocity and point to international studies supporting their position. Secondly, countries at 
substantial risk from climate change, such as low-lying island countries, could argue 
endangerment from the lack of U.S. action. Thirdly, countries that only contribute a de minimis 
level of emissions, such as virtually all of Africa, could argue that their low emissions meet the 
criterion for U.S. action. 

Subject to the limitations of the SIP process, EPA notes that Section 115 would provide it with 
some flexibility in program design. Martella and Paulson take a much more expansive view of the 
flexibility available, arguing: 

While designating SIPs as the implementation vehicle, Section 115 otherwise does not 
impose strictures on the contours and requirements of any prospective program(s) to reduce 
greenhouse gas emissions .... A Section 115-based program could therefore include model 
thresholds and source categories set by EPA, similar to the Northeast Ozone Transport. 

Additionally, EPA could develop a holistic model plan to be implemented by the states. 
Multiple model approaches also could be presented to the states allowing each state to pick 
the most appropriate solution for its particular mix of greenhouse gas sources .... 

Additionally, Section 115 provides a mechanism to limit the scope of the program in terms 
of the sources ... ?6 

Because EPA asserts that invoking Section 115 would require a greenhouse gas NAAQS, the 
action would also invoke NSR under Part C and Title V permitting requirements. One of Martella 
and Paulson's primary arguments in favor of Section 115 is their belief that Section ll5's unique 
endangerment requirements (or no endangerment requirement if the Secretary of State alleges 
endangerment) should not trigger PSD-NSR or Title V permitting requirements.27 

Finally, it should be noted that Section 115 has never been implemented, and many countries 
would prefer a negotiated settlement on climate change, rather than this approach. 

24 Roger Martella and Matthew Paulson, "Regulation of Greenhouse Gases Under Section 115 of The Clean Air Act," 
Daily Environment Report, March 9, 2009, pp. 12-17. 
25 73 Federal Register 44483, July 30, 2008. 
26 Martella and Paulson, previously cited, pp. 15-16. 
27 Ibid., p. 11. 
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Title VI: Stratospheric Ozone Protection 

Added to the Clean Air Act in 1990, Title VI is the country's implementing legislation for the 
Montreal Protocol and succeeding agreements to address ozone depletion by human-made 
substances. Some of the substances that deplete the ozone layer also contribute to climate change 
(e.g., CFCs, HCFCs). In addition, some substances chosen as substitutes for ozone depleting 
chemicals are themselves greenhouse gases (e.g., HFC-134a, PFCs). Finally, the process of 
making acceptable substitutes for more powerful ozone-depleting chemicals (e.g., HCFC-22) 
produces greenhouse gases as a byproduct of production (e.g., HFC-23). 

Beyond these chemical relationships, there is continuing research on the atmospheric relationship 
between the stratosphere (and the ozone layer) and climate change. 

There are two provisions of Title VI that could be used to address greenhouse gas emission under 
certain conditions. They are discussed below. 

Section 612: Safe Alternatives Policy 

As noted above, some substitutes for ozone-depleting substances are greenhouse gases, such as 
HFCs and PFCs. Section 612 authorizes EPA to the maximum extent practicable, to identify 
substitutes for ozone-depleting chemicals that reduce overall risks to human health and the 
environment. Specifically, Section 612( c) requires the EPA to make it unlawful to replace an 
ozone-depleting substance with any substitute substance which EPA determines "may present 
adverse effects to human health or the environment" where EPA has identified an available, less 
harmful substitute. The resulting program is called the Significant New Alternatives Policy 
(SNAP). With appropriate substitutes identified, SNAP could be used to reduce emissions of 
HFCs and PFCs without invoking any other provisions of the CAA. 

Section 615: Authority of Administrator 

Like Section 115, Section 615 is potentially a powerful mechanism to control greenhouse gas 
emissions under certain circumstances. Like Section 115, it has a unique endangerment finding 
requirement and even broader discretionary authority for EPA to respond. Section 615 states: 

If, in the Administrator's judgment, any substance, practice, process, or activity may 
reasonably be anticipated to affectthe stratosphere,especiallyozone in the stratosphere,and 
such effect may reasonably be anticipated to endanger public health or welfare, the 
Administrator shall promptly promulgate regulations respecting the control of such 
substance, practice, process or activity, and small submit notice of the proposal and 
promulgation of such regulation to the Congress. 

Invoking Section 615 in the case of greenhouse gases would involve a two-part judgment by the 
EPA: First, that greenhouse gases may reasonably be anticipated to affect the stratosphere 
(particularly the ozone layer) and, second, that the effect on the stratosphere may reasonably be 
anticipated to endanger public health or welfare. In its ANPR, EPA determined that it was beyond 
the scope of its ANPR to assess and analyze the available scientific information on the effects of 
greenhouse gases on the stratosphere. 

If EPA were to judge the scientific data adequate to meet the two-part test, the authority available 
would be broad and deep. As stated by EPA in its ANPR: " ... depending on the nature of any 
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finding made, section 615 authority may be broad enough to establish a cap-and-trade program 
for the substance, practice, process or activity covered by the finding .... "28 

Potential Control Approaches for Stationary Sources 

In its Technical Support Document for its ANPR, EPA takes a narrow view of the alternatives 
available to it in imposing greenhouse gas performance standards.29 For existing electric 
generating sources, the EPA focuses on incremental improvements in the heat rates of existing 
units through options that "are well known in the industry" with an overall improvement in 
efficiency likely to be less than 5%. For new electric generating sources, EPA noted the 
availability of more efficient supercritical coal units, the future availability of ultra-supercritical 
units, and the possibility of limited biomass co-firing. 

Continuing along this line of reasoning, EPA also suggested that it could develop regulations that 
anticipate future technology. For example, a phase-in approach to applying C02 standards to 
powerplants would be to mandate that "carbon-ready" generating technology be required for new 
construction. The objective would be to anticipate the widespread need for some form of carbon 
capture technology in the future by preparing for it with compatible fossil-fuel combustion 
technology now. The technology most discussed is integrated-gasification, combined-cycle 
(IGCC). As noted earlier, EPA is considering this option with respect to the Desert Rock PSD
NSR permit reconsideration. With respect to some of the carbon capture technology under 
development, IGCC has certain advantages over pulverized coal technology. However, just how 
much IGCC is "carbon ready" is subject to debate. EPA states in its ANPR that it believes such a 
staged approach is available to it under section lll: 

EPA believes that section 111 may be used to set both single-phaseperformance standards 
based upon current technology and to set two-phased or multi-phasedstandards with more 
stringent limits in future years. Future-year1imits may permissib1ybe based on technologies 
that, at the time ofthe rule making, we find adequatelydemonstratedto be availab1eforuseat 
some specified future date.30 

The technical support document does not mention some more aggressive options. These include a 
fuel-neutral standard or a technology-based standard. For example, for carbon dioxide emissions 
from a newly-constructed powerplant, a fuel-neutral standard could follow the example set by the 
1997 and 2005 NOx NSPS and the 2005 NOx NSPS for modified existing sources. Under those 
regulations, the NOx emissions standard is the same, regardless of the fuel burned-solid, liquid, 
or gaseous. 31 This standard is much more expensive for coal-fired facilities to comply with than 
for natural-gas fired facilities, thus encouraging the lower-carbon gas-fired technologies. 
Likewise, EPA could choose to set a newly-constructed powerplant standard based on the 
performance of natural gas burnt in a combined-cycle configuration- the fuel and technology of 

28 73 Federal Register 44519, July 30, 2008. 
29 U.S. Environmental Protection Agency, Technical Support Document for the Advanced Notice of Proposed 
Rulemakingfor Greenhouse Gases; Stationary Sources, Section VII (June 5, 2008), final draft. 
30 73 Federal Register 44490, July 30, 2008. 
31 Under Sec. 60.44Da(d)(l), the 1997-2005 NSPS is set at 1.6 lb per megawatt-hour gross energy output, based on a 
20-day rolling average; it is lowered to 1.0 lb per megawatthourgross energy output for powerplantscommencing 
construction after February 28, 2005 (Sec. 60.44Da(e)(l). Under Section 60.44Da(e)(3), the 2005 NSPS for modified 
sources is at either 1.4 lb. A fuel-neutral standard is also set for reconstructed powerplants. 
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choice for construction of new powerplants for the last two decades. If EPA wanted to encourage 
the rollover of the existing coal-fired powerplant fleet to natural gas, nuclear, or renewable 
sources, it could apply a fuel-neutral standard to modified sources as welL For example, a C02 

emission standard of0.8 lb. per kilowatt-hour output could be met by a new natural gas-fired, 
combined-cycle facility, as well as any non-emitting generating technology, such as nuclear 
power or renewables. In contrast, the standard would require a 60% reduction in emissions from a 
new coal-fired facility- forcing the development of a carbon control technology, such as carbon 
capture and storage (CCS), in order for a new coal-fired facility to be built or modified. 

The viability of these options, or even more aggressive technology-forcing standards, would 
depend on how EPA determined whether a technology had been "adequately-demonstrated" and 
the seriousness of its costs and energy requirements. As discussed below, EPA has used the NSPS 
to encourage the installation of pollution control equipment on powerplants, even while the 
equipment's development status was still being debated. 

Forcing Commercialization of Technology Through a Regulatory 
Requirement: An Example from the SOz New Source Performance 
Standards 

It is an understatement to say that the new source perfonnance standards promulgated by the 
EPA were teclmology-forcing. Electric utilities went from having no scrubbers on their 
generating units to incorporating very complex chemical processes. Chemical plants and 
refineries had scrubbing systems that were a few feet in diameter, but not the 30- to 40-foot 
diameters required by the utility industry. Utilities had dealt with hot flue gases, but not with 
saturated flue gases that contained all sorts of contaminants. Industry, and the US EPA, has 
always looked upon new source performance standards as teclmology-forcing, because they 
force the development of new technologies in order to satisfy emissions requirements:2 

The most direct method to encourage adoption of carbon capture technology would be to mandate 
it. Mandating a performance standard on stationary sources is not a new idea: The process of 
forcing the development of emission controls on coal-fired powerplants is illustrated by the 1971 
and 1978 S02 NSPS for coal-fired electric generating plants. As noted earlier, the Clean Air Act 
states that NSPS should reflect "the degree of emission limitation achievable through the 
application of the best system of emission reduction which (taking into account the cost of 
achieving such reductions and any non-air quality health and environmental impact and energy 
requirements) the Administrator determines has been adequately demonstrated."33 In 
promulgating its first utility S02 NSPS in 1971, EPA determined that a 1.2 pound ofS02 per 
million Btu of heat input performance standard met the criteria of Sec. 111-a standard that 
required, on average, a 70% reduction in new powerplant emissions, and could be met by low
sulfur coal that was available in both the eastern and western parts of the United States, or by the 
use of emerging flue gas desulfurization (FGD) devices.34 

32 Donald Shattuck, et al., A History of Flue Gas Desulfitrization (FGD)-TheEarly Years, UE Technical Paper (June 
2007), p. 3. 
33 42 U.S.C. 7411, Clean Air Act, Sec. 111(a)(1). 
34 40 CFR 60.40-46, SubpartD-Standards of Performance for Fossil-Fuel-Fired Steam Generator for Which 
Construction is Commenced After August 17, 1971. 
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At the time the 1971 Utility S02 NSPS was promulgated, there was only one FGD vendor 
(Combustion Engineering) and only three commercial FGD units in operation-one of which 
would be retired by the end of the year. 35 The number ofunits and vendors would increase 
rapidly, not only because of the NSPS, but also because of the promulgation of the S02 NAAQS, 
the 1973 Supreme Court decision preventing significant deterioration of pristine areas, 36 and state 
requirements for stringentS02 controls, which opened up a market for retrofits of existing coal
fired facilities in addition to the NSPS focus on new facilities. Indeed, most of the growth in FGD 
installations during the early and mid-l970s was in retrofits. Taylor estimates that between 1973 
and 1976, 72% of the FGD market was in retrofits.37 By 1977, there were 14 vendors offering 
full-scale commercial FGD installation?8 

However, despite this growth, only 10% of the new coal-fired facilities constructed between 1973 
and 1976 had FGD installations. In addition, the early performance of these devices was not 
brilliant. 39 In 1974, American Electric Power (AEP) spearheaded an ad campaign to have EPA 
reject FGD devices as "too unreliable, too impractical for electric utility use" in favor of tall 
stacks, supplementary controls, and low-sulfur western coal. 40 This effort was ultimately 
unsuccessful as the Congress chose to modify the NSPS requirements for coal-fired electric 
generators in 1977 by adding a "percentage reduction" requirement. As promulgated in 1979, the 
revised S02 NSPS retained the 1971 performance standard but added a requirement for a 70%-
90% reduction in emissions, depending on the sulfur content of the coal. 41 At the time, this 
requirement could be met only through use of an FGD device. The effect of the "scrubber 
requirement" is clear from the data provided in Figure 1. Based on their analysis of FGD 
development, Taylor, Rubin, and Hounshell state the importance of demand-pull instruments: 

Results indicate that: regulation and the anticipation of regulation stimulate invention; 
technology-push instruments appear to be less effective at prompting invention than demand
pull instruments; and regulatory stringency focuses inventive activity along certain 
technologypathways:2 

35 MargaretR. Taylor, The Influence of Government Actions on Innovative Activities in the Development of 
Environmental Technologies to Control Sulfitr Dioxide Emissions from Stationary Sources, Thesis, Carnegie Institute 
of Technology (January 2001), pp. 37, 40. 
36 Fri v. Sierra Club, 412 US 541 (1973). This decision resulted in EPA issuing "preventionofsignificantdeterioration" 
regulations in 1974; regulations what were mostly codified in the 1977 Clean Air Amendment (Part C). 
37 Taylor, ibid., p. 37. 
38 Taylor, ibid., p. 39. 
39 For a discussion of challenges arising from the early development ofFGD, see Donald Shattuck, et al., A History of 
Flue Gas Desulfitrization (FGD )-TheEarly Years, UE Technical Paper (June 2007). 
40 Examples include full-page ads in the Washington Post entitled "Requiem for Scrubbers," "Scrubbers, Described, 
Examined and Rejected," and "Amen." For an example, see Washington Post, p. A32 (October 25, 1974). 
41 40 CFR 60.40Da-52Da, Subpart Da-Standards of Performance for Electric Utility Steam Generating Units for 
Which Construction is Commenced After September 18, 1978. 
42 Margaret R. Taylor, Edward S. Rubin, and David A. Hounshell, "Control of S02 Emissions from Power Plants: A 
Case oflnduced Technological Innovation in the U.S.," Technological Forecasting & Social Change (July 2005), p. 
697. 
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Figure I. Number of FGD Units and Cumulative Gigawatt (GW) Capacity of FGD 
Units: 1973-1996 

Source: Adapted by Taylor from Soud ( 1994). See Margaret R. Taylor, op. cit., 74. 

Note: Numbers are archival through June 1994, then projected for 1994-96. 

That government policy could force the development of a technology through creating a market 
should not suggest that the government was limited to that role, or that the process was smooth or 
seamless. On the latter point, Shattuck, et al., summarize the early years ofFGD development as 
follows: 

The Standards of Performance for New Sources are technology-forcing, and for the utility 
industry they forced the development of a technology that had never been installed on 
facilities the size of utility plants. That technology had to be developed, and a number of 
installationscompletedin a shortperiodoftime. The US EPA continuedto force technology 
through the promulgation of successive regulations. The development of the equipment was 
not an easy process. What may have appeared to be the simple application of an equipment 
item from one industry to another often turned out to be fraught with unforeseen 
challenges. 43 

The example indicates that technology-forcing regulations can be effective in pulling technology 
into the market-even when there remain some operational difficulties for that technology. The 
difference for carbon capture technology is that for long-term widespread development, a new 
infrastructure of pipelines and storage sites may be necessary in addition to effective carbon 
capture technology.44 In the short-term, suitable alternatives, such as enhanced oil recovery needs 
and in-situ geologic storage, may be available to support early commercialization projects 
without the need for an integrated transport and storage system. Likewise, with economics more 
favorable for new facilities than for retrofits, concentrating on using new construction to 
introduce carbon capture technology might be one path to widespread commercialization. As an 

43 Shattuck, et. al., p. 15. 
44 See CRS Report RL3397l, Carbon Dioxide (C02) Pipelines for Carbon Sequestration: Emerging Policy Issues, by 
Paul W. Parfomak and Peter Folger. 
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entry point to carbon capture deployment, a regulatory approach such as NSPS may represent a 
first step, as suggested by the S02 NSPS example above. 

Potential for Cap-and-Trade 

Whether EPA can set up a cap-and-trade program under the Clean Air Act is the subject of 
considerable debate in the literature.45 Much of the debate surrounds the provisions of Section 
lll(d). However, there are other authorities in the Act that might serve as a basis for a EPA
coordinated cap-and-trade program. 

Potential Under Section 111 

EPA, along with other commenters, has linked the potential effectiveness of Section 111( d) to 
whether it can be interpreted to allow a cap-and-trade program for C02 . As stated by EPA: "EPA 
also believes that because of the potential cost savings, it might be possible for the Agency to 
consider deeper reductions through a cap-and-trade program that allowed trading among sources 
in various source categories relative to other systems of emissions reduction."46 As noted, Section 
111 explicitly allows EPA to take cost into consideration in developing performance standards. 
Whether that consideration could justify a trading program across different greenhouse gases, and 
across different source categories with different best available systems of emissions reduction is 
not known. A lead author of the winning brief in Massachusetts v. EPA makes a case against such 
authority: 

Numerous parties have argued that section 111 does not authorize the creation of a cap-and
trade program. Among other things, section lll(h) provides a contingency plan in the event 
performance standards are "not feasible" to implement. In that case, section lll(h) gives 
EPA the authority to "promulgate a design, equipment, work practice, or operational 
standard, or combination thereof, which reflects the best technological system of continuous 
emissions reduction which . . . the Administrator determines has been adequately 
demonstrated." 42 U.S.C. Section 74ll(h)(l). One of the ways a performancestandardmight 
prove "not feasible" is if"a pollutant or pollutants cannot be emitted through a conveyance 
designed and constructed to emit or capture such pollutants." 42 U.S.C. 74ll(h)(2)(A). 
Clearly, Congress thought the most likely scenario under section 111 was forpollutantsto be 
"emitted through a conveyance designed and constructed to emit or capture such 
pollutant[ s] "-an assumptionat odds with the operation of a trading program. Other aspects 
of section 111 also point away from the creation of a trading program under this provision 
[reference omitted]. 47 

45 See EPA, ANPR, pp. 44514-44516; Lisa Heinzerling, Testimony Before the Subcommittee on Energy and Air Quality 
of the Committee on Energy and Commerce, Hearing (AprillO, 2008); RobertR. Nordhaus, "New Wine into Old 
Bottles: The Feasibility of Greenhouse Gas Regulation Under the Clean Air Act ., N.Y. U. Environmental Law Journal 
(2007), pp. 53-72; Inimai M. Chettiar and Jason A. Schwartz, The Road Ahead: EPA's Options and Obligations For 
Regulating Greenhouse Gases (April2009); and Alaine Ginocchio, et al., The Boundaries of Executive Authority: 
Using Executive Orders to Implement Federal Climate Change Policy (February 2008). 
46 U.S. Environmental Protection Agency, "Regulating Greenhouse Gas Emissions Under the Clean Air Act; Proposed 
Rule," 73 Federal Register 44490, July 30, 2008. 
47 Lisa Heinzerling, Testimony Before the Subcommittee on Energy and Air Quality of the Committee on Energy and 
Commerce, House of Representatives (AprillO, 2008), pp. 12-13. 
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In sum, whether this authority can be expanded to creating a comprehensive cap-and-trade 
program is under debate. Focused on existing sources, EPA used Sec. lll (d) to justify its 
promulgated rule (now vacated) to reduce mercury emissions from powerplants. Although some 
have argued that the court decision in this case repudiated EPA'sreasoning, the case was actually 
not decided on the basis of Section lll ( d).48 

Potential Under Other Sections 

Three other sections of the Act, (Sections 110, 115, and 615) might also be considered as possible 
authority for establishing an economy-wide cap-and-trade program for GHG emissions, although 
each has its own weaknesses. Section ll 0 of the Act establishes requirements for State 
Implementation Plans (SIPs). While primarily designed to demonstrate how a state with 
nonattainment areas will bring those areas into attainment with NAAQS, the section also contains 
language that might serve as the basis for the use of broader GHG regulatory tools once emission 
standards were issued under any section of the Act. Specifically, Section llO(a)(2)(A) says that 
each SIP shall 

... include enforceable emission limitations and other control measures, means, or techniques 
(includingeconomicincentivessuch as fees, marketablepermits, and auctions of emissions 
rights), as well as schedules and timetables for compliance, as may be necessary or 
appropriate to meet the applicablerequirementsofthis Act .... 

The predicate is that there must first be an applicable requirement under the Act. Thus, Section 
110 would not be an authority that EPA could use to initiate regulation ofGHGs. Also, although 
the section mentions economic incentives, marketable permits, and auctions, it is not clear that 
such authority could be used for economy-wide control measures. The precedents for the 
authority's use that EPA cited in the ANPR, for example, included such regulations as the NOx 
SIP call, which established a cap-and-trade program for powerplant emissions ofNOx, and the 
Clean Air Interstate Rule, which also allowed trading of emission allowances by powerplants. 

As stated in the ANPR: 

EPA has often incorporated market-oriented emissions trading elements into the more 
traditional perfonnance standard approach for mobile and stationary sources. Coupling 
market-oriented provisions with perfonnance standards provides some of the costadvantages 
and market flexibility of market-oriented solutions while also directly incentivizing 
technology innovation within the particular sector, as discussed below. For example, 
performance standards for mobile sources under Title II have for many years been coupled 
with averaging, banking and trading provisions within a subsector. In general, averaging 
allows covered parties to meet their emissionso bligationon a fleet- or unit -wide basis rather 
than requiring each vehicle or unit to directly comply. Banking provides direct incentivesfor 
additional reductions by giving credit for overcompliance; these credits can be used toward 
future compliance obligations and, as such, allow manufacturers to put technology 
improvements in place when they are ready for market, rather than being forced to adhere to 
a strict regulatory schedule that may or may not conform to industry or company 

48 New Jersey v. EPA, 517 F.3d 574 (D.C. Cir. 2008). The case was decided on whether EPA could delist electric 
generating units as a source of hazardous air pollutants without following the criteria laid out in Section 112( c). For a 
discussion see CRS Report RS22817, The D. C. Circuit Rejects EPA's Mercury Rules: New Jersey v. EPA, by Robert 
Meltz and James E. McCarthy. 
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developments. Allowing trading of excess emission reductions with other covered parties 
provides an incentive for reducing emissions beyond what is required.49 

The two other possible authorities for a cap-and-trade program, Sections 115 and Section 615, 
have never been used to control any pollutant, much less to establish a cap-and-trade program. 
Assuming Section 115 could be invoked without a supporting NAAQS, there might be sufficient 
flexibility to institute a cap-and-trade program. The program would have to be created by each 
state under Section 110 to comply with EPA-determined state GHG emission caps in response to 
Section 115. Because it would function through Section 110, EPA could not impose a cap-and
trade system on the states; rather, the states would have to voluntarily agree to cooperate in a 
EPA-coordinated cap-and-trade scheme. 

As noted earlier, if Section 615 could be successfully triggered by the science, EPA'sdiscretion in 
setting up a regulatory scheme would be substantial. As stated by EPA in its ANPR: " ... 
depending on the nature of any finding made, section 615 authority may be broad enough to 
establish a cap-and-trade program for the substance, practice, process or activity covered by the 
fi d

. ,,so 
m mg .... 

Implementation Issues 

New Source Review 

Any new or modified facility emitting (or potentially emitting) over 250 tons of any regulated 
pollutant must undergo preconstruction review and permitting, including the installation of Best 
Available Control Technology (BACT), except those pollutants regulated under Sections 112 and 
211 ( o ). New sources under the Prevention of Significant Deterioration provisions of Part C (PSD
NSR) must undergo preconstruction review and must install BACT as the minimum level of 
control. 51 State permitting agencies determine BACT on a case-by-case basis, taking into account 
energy, environmental, and economic impacts. BACT cannot be less stringent than the federal 
NSPS, but it can be more so. More stringent controls can be required if modeling indicates that 
BACT is insufficient to avoid violating PSD emission limitations, or the NAAQS itself. 

PSD-NSR is required for any pollutant "subject to regulation" under the Clean Air Act, but there 
are varying interpretations of what the phrase "subject to regulation" means. Environmental 
groups have argued that C02 is already subject to regulation because utilities are required under 
Section 821 of the Clean Air Act Amendments of 1990 to monitor and report C02 emissions to 
EPA. Others argue that an endangerment finding would make GHGs subject to regulation, and, 

49 ANPR, p. 44412. 
50 73 Federal Register 44519, July 30, 2008. 
51 The 1977 CAA broadened the air quality control regimen with the addition of the Prevention of Significant 
Deterioration (PSD) and visibility impairment provisions. The PSD program (Part C of Title I of the CAA) focuses on 
ambient concentrations ofS02, NOx, and PM in "clean" air areas of the country (i.e., areas where air quality is better 
than the NAAQS). The provision allows some increase in clean areas' pollution concentrations depending on their 
classification. In general, historic or recreation areas (e.g., national parks) are classified Class I with very little 
degradation allowed, while most other areas are classified Class II with moderate degradation allowed. States are 
allowed to reclassify Class II areas to Class III areas, which would be permitted to degrade up to the NAAQS, but none 
have ever been reclassified to Class III. 
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therefore, trigger PSD-NSR requirements for new sources. In its proposed endangerment finding, 
EPA noted its current interpretation of the law is that a final positive endangerment finding for 
motor vehicles under Section 202 would not per se make greenhouse gas emissions subject to 
PSD-NSR.52 However, the interpretive memorandum on which this conclusion is based, 53 issued 
in December 2008, is currently under review by the new Administration. 

Issue of Case-by-Case BACT Determinations 

Two aspects of the New Source Review provision create potential difficulties in using the CAA to 
control greenhouse gases. First, as noted earlier, PSD-NSR has specified thresholds for triggering 
its provisions: a "major emitting facility is generally defined as emitting or having the potential to 
emit 250 tons annually of a regulated pollutant (Sec. 169(1)).54 With respect to greenhouse gases, 
this is a fairly low threshold. By comparison, several bills introduced in the llOth Congress set 
thresholds for inclusion in the reduction program at 10,000 metric tons annually. 

The second administrative issue for PSD-NSR is the requirement that BACT be determined on a 
case-by-case basis. Combined with a 250 ton threshold, this could mean a massive increase in 
state-determinations ofBACT. If the threshold was 250 tons annually, the resulting increased 
permit activity would be at least an order of magnitude, according to EPA (discussed below). 

On this second issue, it should be noted that several commenters believe this would not be a 
major problem (unless a cap-and-trade program is implemented). As stated by the Institute for 
Policy Integrity: 

Since including GHGs in the PSD program may greatly expand the number of permits 
issued, making case-by-case determinations for each individual source may stretch the 
resources of EPA and state permitting authorities. Moreover, traditional technological 
controls may not exist for every GHG emitted by every regulated facility. However, there is 
flexibility in the statute to resolve these problems. 

52 See Proposed Endangerment Finding, footnote 29 (p. I 06). 
53 Memorandum from EPA Administrator Stephen L. Johnson to Regional Administrators, "EPA's Interpretation of 
Regulations that Determine Pollutants Covered by Federal PreventionofSignificantDeterioration (PSD) Permit 
Program," December 18, 2008, 19 pages, at http://www.epa.gov/nsr/documents!psd_interpretive_memo _l2.18.08.pdf. 
54 It should be noted that, unlike the definition of major source, the defmition of a major modification is defined by 
regulation, not statute. As defined under the 1970 CAA, a modification is "any physical change in, or change in the 
method of operation of, a stationary source which increases the amount of any air pollutant emitted by such source or 
which results in the emission of any air pollutantnot previously emitted"(Section Ill (a)( 4 )). In subsequent regulations 
issued in 197 5 with respect to NSPS, EPA defined modification as any physical or operational change that resulted in 
any increase in the maximum hourly emission rate of any controlled air pollutant54 EPA regulations also stated that 
any replacement of existing components that exceeded 50% of the fixed capital costs of building a new facility placed 
the plant under NSPS, regardless of any change in emissions. With the advent ofNational Ambient Air Quality 
Standards non-attainment provisions (Part D), PSD provisions (Part C), and NSR in 1977, a different approach to 
defining modification was appropriate as the focus was shifted from enforcing NSPS emission rates to achieving 
attainment and compliance with PSD. In promulgating regulations for the PSD and non-attainment programs, EPA 
defined "significant" increase in emissions in terms of tons per year emitted by a major source. For sulfur dioxide and 
nitrogen oxides, the threshold is 40 tons per year. Facilities exceeding that threshold are subject to NSR. 

Given this history of setting de minimis emission increases for triggering NSR review for modifications, it is possible 
EPA could set a substantially higher level for at least carbon dioxide emissions, and perhaps other greenhouse gases, if 
it determined such thresholds were appropriate 
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Though BACT determinations are generally to be made on a case-by-case basis, the D.C. 
Circuit recognized in Alabama Power that exceptions can be made if "case-by-case 
determinationswould, as a practicalmatter,preventthe agency from carryingoutthemission 
assigned to it by Congress." The development of "presumptive BACT" determinations 
should be permissibleand may help streamline the permittingprocess[ footnote omitted] .'"5 

In addition, assuming PSD is triggered by regulation under Section 111, the BACT requirements 
may be identical to the NSPS determinations under Section 111. It is also likely that most small 
sources would not have an NSPS as EPA applied its discretion under Section 111 in determining 
the most cost-effective emissions reductions. With no NSPS floor for a BACT determination, it is 
possible that NSR requirements for sources not covered under Section 111 could be quite lax. 

Title V and the Size Threshold 

In the ANPR, EPA discussed the possibility that an endangerment finding and subsequent 
regulation of GHGs as air pollutants under any section of the Act could trigger Title V permit 
requirements, and that all facilities that have the potential to emit a GHG pollutant in amounts of 
100 tons per year or more would be required to obtain permits. Under this reasoning, the 
regulation of C02 from motor vehicles under Section 202, for example, could lead to Title V 
permitrequirementsfor C02 from powerplants and other sources. In the ANPR, the agency 
stated: 

Using available data, which we acknowledge are limited, and engineering judgment in a 
manner similar to what was done for PSD, EPA estimates that more than 5 50,000 additional 
sourceswouldrequireTitle V permits, as compared to the currentuniverseofabout 15,000-
16,000 Title V sources.Ifactuallyimplemented,this would be more than a tenfold increase, 
and many of the newly subject sources would be in categories not traditionally regulated by 
Title V, such as large residentialand commercialbuildings."6 

Thus, like PSD-NSR, a major complication that Title V introduces is the potential for very small 
sources of greenhouse gases to need permits in order to operate. Furthermore, Title V requires 
that covered entities pay fees established by the permitting authority, and that the total fees be 
sufficient to cover the costs of running the permit program. 

The potential for increased permitting activity has led to speculation on its potential extent. For 
example, some agricultural interests have spun the possibility that Title V could be invoked for 
emissions from agricultural activities and the requirement for permit fees into something they 
refer to as the "cow tax." On November 18, 2008, for example, Cattle Network stated "EPA 
Proposes 'Cow Tax."' The article even generated specific amounts for the "tax": $175 per dairy 
cow and $87.50 per beef cow.57 EPA says that it has no plans to regulate agricultural activities' 
GHG emissions. Indeed, the agency currently exempts most major agricultural sources from any 
Clean Air Act controls on conventional air pollutants under an arrangement known as the Air 

55 Inimai M. Chettiar and Jason A. Schwartz, The Road Ahead: EPA ·s Options and Obligations for Regulating 
Greenhouse Gases, April2009, p. 105. 
56 73 Federal Register 44511, July 30, 2008. 
57 Cattle Network, November 18, 2008, at http://www.cattlenetwork.com/Content.asp?ContentiD=269579. 
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Compliance Agreement. 58 Thus, it would seem unlikely that the agency would now make a 
priority of subjecting small agricultural sources to GHG requirements. 

However, the need to deal with the size issue has been noted by EPA and other commenters. 
Alternatives to lessen the extent and cost of these provisions fall into three categories: (1) legal or 
regulatory interpretations that increase EPA's flexibility to determine what sources would need 
permits and when; (2) the expanded use of general permits; (3) interpretation of different 
endangerment findings to exclude Title V and/or PSD-NSR. 

Legal or Regulatory Interpretations that Increase Flexibility 

EPA noted two possible legal theories under which it could avoid imposing PSD-NSR or Title V 
permitting requirements on small sources. Under "the judicial doctrine of administrative 
necessity," the agency stated that it might be able "to craft relief in the form of narrowed source 
coverage, exemptions, streamlined approaches or procedures, or a delay of deadlines." 59 The 
agency also stated that in rare cases, the courts will apply statutory provisions in a manner other 
than that indicated by the plain meaning, if"absurd, futile, strange, or indeterminate results" 
would be produced by literal application. 

If EPA has the authority, such as under Section 111, it will almost certainly focus on the large 
sources first. As noted in the introduction, when it comes to stationary sources, size matters. 
Twenty-eight percent of the country's GHGs comes from an Energy Information Administration 
(EIA) estimated 670 coal-fired electric powerplants. Farms, by contrast, number more than 2 
million, and emit less than 4% of total GHGs. EPA could argue that either administrative 
necessity or "strange," perhaps "absurd" results (to use EPA'sterms) justified priorities and 
resources being focused on the former with the latter being either substantially delayed or 
possibly ignored. Methane (CH4) provides another interesting contrast in potential priorities. For 
example, about 1.8% ofGHG emissions, in the form of methane, are generated by 1,800 landfills; 
a slightly larger amount (2.4%) is emitted by roughly a million cattle and swine operations. As 
stated by the Institute for Policy Integrity: 

Courts grant agencies much more leeway in deferring full implementationof a statutethanin 
creating permanent exemptions. Invoking the doctrine of administrative necessity, EPA 
should be able to justify expanding NSR permit applicabilityto the largest sources first, and 
then gradually including smaller sources. The timeline set for phasing in smaller sources 
could not take longer than reasonably necessary given EPA's administrative burdens, but 
EPA will have a good deal of discretion to determine its own resources and capability 
[footnotes omitted] .60 

A second means of reducing the administrative burden is to increase the effective size of an 
affected source by defining "potential to emit" in terms of potential actual emissions. In 
particular, EPA suggested in its ANPR that determining the potential to emit in terms of actual 
usage instead of maximum potential could have some benefit in some cases. For example, if a 
small boiler's potential to emit was based on actual usage of 1000 hours a year, instead of 

58 See CRS Report RL32947,Air Quality Issues and Animal Agriculture: EPA's Air Compliance Agreement. 
59 73 Federal Register 44512, July 30, 2008. Also see ensuing discussion through page 44514. 
60 Inimai M. Chettiar and Jason A. Schwartz, The Road Ahead: EPA's Options and Obligations for Regulating 
Greenhouse Gases, (April2009), p. I 04. 
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continuous potential usage (8760 hours), the effective size of the boiler under NSR would 
increase 8. 76 times.61 

General Permits 

Perhaps the most straightforward method of reducing administrative burden is for EPA to adopt a 
general permit scheme for PSD-NSR and Title V. For categories with numerous similar sources of 
emissions, the Clean Air Act provides in Section 504(d) that the permitting authority-be it EPA 
or a delegated state agency-may issue a "general permit" covering all sources in the category. 
This provision substantially reduces the administrative burden of issuing permits, allowing notice 
and opportunity for public hearing on the category as a whole and the provisions of the general 
permit, rather than requiring the same for each individual source. General permits have been 
widely used by the agency under the Clean Water Act, and are used by about half the states for 
control of various air pollution sources. Thus, there is precedent for their use in a Clean Air Act 
greenhouse gas control program for multiple, relatively minor sources of emissions. 

A general permit does not relieve the permittee from filing a permit application or from 
complying with permit conditions, which would include some sort of monitoring and reporting 
requirements. But a permit application for a general permit can be relatively simple, and since 
there are few costs to issuing the permit, permit fees, which are required by Section 502(b) to 
cover the reasonable costs of the permit program, but are to be utilized only to cover such costs, 
would be relatively low. A sampling of states using general permit fees for other types of air 
pollutants found fees ranging from $100 to $350 per permittee. 

Such an approach may also be available to small sources potentially caught under PSD-NSR. 
Both EPA in the ANPR and the Institute for Policy Integrity provide arguments for PSD-NSR 
general permits for small sources to avoid absurd results or respond to administrative necessity.62 

Section 304: Citizen Suits 

If an endangerment finding triggered emissions standards or limitations under the CAA (e.g., 
Section 111, Part C), it would also bring into play Section 304, Citizen Suits. Section 304 allows 
any person to commence a civil action against any other person (including government entities 
and instrumentalities) for violation of an emissions standard or limitation under the Act. It also 
provides for suits against EPA for failing to perform a nondiscretionary act or duty. Most 
specifically, Section 304 provides for suits 

... against any person who proposes to construct or constructs any new or modified major 
emitting facility without a permit required under part C of title I (relating to significant 
deteriorationofair quality)or part D of title I (relating to non-attainment)or who is alleged 
to have violated (if there is evidence that the alleged violation has been repeated) or to be in 
violation of condition of such permit.63 

61 73 Federal Register 44503, July 30, 2008 .. 
62 73 Federal Register 44507 44511, July 30, 2008; Inimai M. Chettiar and Jason A. Schwartz, The Road Ahead: 
EPA's Options and Obligations for Regulating Greenhouse Gases, (April2009), pp. 103-106. 
63 Section 304(a)(3). 
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Citizen suits have been widely used by environmental groups to force the Administrator to 
undertake nondiscretionary duties and to enforce the Act's requirements against emitting 
facilities. Should the agency fail to move forward with GHG standards following an 
endangerment finding, suits seeking to force action would almost certainly be filed. 

Conclusion 

The current debate on the appropriateness of using the Clean Air Act to regulate greenhouse gas 
emissions is not the first such debate that has occurred when a new environmental challenge has 
been directed at the Act. During the 1980s, suggestions were made that acid rain and/or 
stratospheric ozone depletion could be addressed via then-existing provisions, rather than by new 
Amendments. For example, in 1985, the CRS stated the following with respect to addressing acid 
rain through the existing Clean Air Act: 

Various Clean Air Act provisions could be used to address acid precipitation, including 
issuing more stringent secondary ambient air quality standards, setting a sulfate standard, and 
enforcing S02 reductions more vigorously. (a) Typically, however, such actions require a 
demonstration of cause-effect relationship that has not been obtained, at least in the view of 
manypolicymakers;and/ortheyrequireactionsunderperipherallyrelatedprovisiomsuchas 
visibilityprotection-whichare already subject to controversy on their own right. (b) Any 
such actions would likely be expensive, both in resources and in political/administrative 
capital. (c) Program administrators have therefore said they will not use the Clean Air Act 
aggressively and innovatively to combat acid precipitation without an explicitCongressional 
mandate and/or compelling new evidence linking specific damages to specific pollutants 
[emphasis in original} 64 

In both cases, the Congress moved to add new Titles to the Act (Title IV to address acid rain, and 
Title VI to address stratospheric ozone depletion). In the case of Title IV, a new market-based 
approach to reducing pollutants was introduced to implement a statutory reduction requirement 
(i.e., the S02 emissions cap) in hope that the cost would be optimized. The result was so 
successful that it was used by states and EPA to begin addressing interstate transport of smog (i.e., 
the NOx SIP Call) and has been suggested by some as the optimal approach to controlling 
greenhouse gases. 

However, controlling greenhouse gases is a substantially more complex environmental, technical, 
economic, and social issue than either acid rain or stratospheric ozone depletion are. It is possible 
that one size does not fit all in this debate. Some sources may not respond significantly to a 
market-based approach because they are not particularly price-sensitive. Others may be too small 
or dispersed to include. For example, the European Union's market-based approach covers only 
about 40% of the EU' s emissions. Other instruments are used to address difficult sectors, such as 
transportation. 

Thus, initiatives to use the current Clean Air Act could be designed as a substitute for what is 
perceived by some as a protracted congressional debate, or as a complementary effort to address 
sources or gases that a future market-based system may choose to exclude from its provisions. As 

64 The Clean Air Act and Proposed Acid Rain Legislation: Can We Get Therefrom Here? CRS Report 85-50 ENR, by 
Larry B Parker, John E. Blodgett, Alvin Kaufman, and Donald Dulchinos, p. 9. 
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summarized in 2008 by Lisa Heinzerling in testimony to the Subcommittee on Energy and Air 
Quality of the House Energy and Commerce Committee: 

... the Clean Air Act contains numerous provisions that might be used to regulate greenhouse 
gases. The advantages of using these provisions include: they can be deployed now; they use 
regulatory strategies that are familiar to, indeed are the bread and butter work of, the 
Enviromnental Protection Agency; they call for regulation of numerous and diverse sources 
and thus, taken as a group, they have an inherent fairness to them; they do not pose unusual 
enforcement difficulties or untoward administrative burdens. 

There are also disadvantages to using existing Clean Air Act provisions to address climate 
change. Most of the provisions do not have statutory deadlines .... To the extent one favors 
cap-and-trade as a regulatory mechanism for addressing climate change, one might worry 
about the lack of clear authority for such a scheme under the existing statute. The NAAQS 
program is an tmgainly framework for regulating globally harmful pollutants. PSD 
requirements are triggered for sources that are "large" when it comes to conventional 
pollution but "small" from the perspective of global pollutants.65 

A final endangerment finding would present EPA with many options. However, the ultimate 
decision on what the Nation's greenhouse gas policy should be rests with the Congress. If it 
disagrees with any approach undertaken by EPA, it can override the agency's decision, or respond 
as it did with acid rain and stratospheric ozone depletion-with new statutory authorities. 
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Chapter 1 Introduction 

Motivation and Definitions 

In the management field of strategy, it is understood that the structural conditions of 

many industries are strongly determined by government policies. Michael Porter's seminal 

book, Competitive Strategy, lays out several ways in which government affects the forces driving 

industry competition. Government actions, including regulation and subsidies, can form a 

barrier to entry or even exit in an industry. Similar actions can strongly affect the relative 

positions of an industry's suppliers and buyers (government can also be a supplier or a buyer 

itself). Finally, government actions can affect the positions of substitutes vis-a-vis existing 

firms, as well as rivalry among existing competitors (Porter, 1980). 

Less well-developed in the management and economics literatures, however, is the 

concept that a diverse set of government actions is similarly influential in the decisions of 

organizations both to engage in and to manage innovative activities. One reason for this is that it 

is difficult to parse out the role of government from among the numerous factors driving 

innovation. By studying innovation in an area in which government clearly plays a strong role, 

however, it should be possible to gain insights into the relationship between government actions, 

private innovative activities, and ultimately, the technologies that result from innovation. These 

insights could lead to a better understanding of the inducement mechanisms for innovation 

inherent in government actions, ranging from regulations to taxes to subsidies to public 

innovative activities, in a number of industries in which government plays a more subtle role. 

With this enhanced understanding, it should be possible for better policies to be designed to 

promote innovation for social and economic goals ranging from industrial competitiveness to 

environmentally sustainable growth. 
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In light of these eventual policy goals, this dissertation studies the interaction between 

government actions and innovative activities in a technology area in which government is well 

known to play an important role: environmental control technology. As referred to in this 

dissertation, environmental control technology is equivalent to end-of-pipe technology, or the 

subset of environmental technology that reduces emissions of pollutants after they have been 

formed (see U.S. Environmental Protection Agency, 1997). There are two main reasons why 

government has a strong role in promoting innovation in environmental control technology. 

First, environmental technological innovation has been considered by academics to be central to 

meeting environmental goals since at least the mid-1970s (see Kneese and Schultze, 1975; 

Magat, 1978; Orr, 1976). In recent years, the appeal of promoting environmental technological 

innovation has increased as concerns about global climate change mitigation and the 

maintenance of economic growth have grown. Examples of environmental policy instruments 

with technological goals incorporated into their design include: "best available control 

technology" standards in command and control regulation that provide first mover advantages 

and lock-in possibilities to innovators; market-based instruments that encourage the development 

of lower cost environmental technology options; and subsidies that attempt to support an 

appropriate level of expenditure on environmental control technology research, development, 

and demonstration. The second reason for a strong government presence in fostering innovation 

in environmental control technology stems from the fact that a clean environment is a public 

good that typically provides weak market incentives for private investment and development. 

There are, of course, very important private actors involved in innovation in an 

environmental control technology, and two are particularly central: polluting organizations and 

organizations that manufacture, sell, and service environmental control equipment. Although 
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polluting organizations conduct a broad range of innovative activities to meet environmental 

control obligations and occasionally produce environmental control equipment for their own use, 

the more typical situation is that these organizations purchase environmental control technology 

from outside suppliers (see Kemp 1997, p. 40). These outside suppliers conduct important 

innovative activities both to maintain their in-service technologies and to develop new 

generations of their technologies. There are two important parallels between the innovative 

activities conducted by both polluting organizations and environmental equipment suppliers. 

First, both organizations, to a greater and lesser extent, often have more important lines of 

business than environmental control; innovative activities in these technologies are therefore not 

always the highest research and development (R&D) budget priority for these organizations. 

Second, neither organization typically conducts innovative activities in a vacuum; both learn 

from each other, as well as from other sources of innovation in environmental control technology 

such as government, universities, and non-profit research and development organizations. 

Because of this interconnectedness of sources of innovation in environmental control 

technology, innovation in this area must be depicted and investigated as revolving around a 

complex of organizations. Figure 1.1 represents the "black box" of an "industrial-environmental 

innovation complex," defined by the relationships among organizations involved with innovation 

in an environmental control technology. The arrows surrounding the two central private actors 

in this figure represent organizational connections, primarily to the other sources of innovation 

discussed above. 
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FIGURE 1.1 

An Industrial-Environmental Innovation Complex 
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Inside this black box, overlapping innovative activities occur, while outside this black 

box, innovative outcomes can be observed in the technologies that result from these activities. 

Figure 1.2 illustrates the combined innovative activities of invention, adoption and diffusion, and 

learning by doing that take place within an industrial-environmental innovation complex, and 

provides sample business choices that are related to these activities. 

FIGURE 1.2 

Sample Innovative Activities within an Industrial-Environmental Innovation Complex 
Adoption & 
Diffusion 

Knowledge Gained from Operating Experience 

The depiction of innovative activities in this figure is partially based on definitions in 

Rogers (1995), Rosenberg (1994), and Schumpeter (1942). In keeping with definitions begun in 
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Schumpeter (1942), "invention" or "inventive activity" here refers to the development of a new 

technical idea. As stated in Clarke and Riba (1998), "an invention is an idea, sketch, or model 

for a new device, process or system. It might be patented or not, it might lead to innovation or 

not." "Innovation," or "adoption" here, in Schumpeter's rubric refers to the first commercial 

implementation of a new invention into the marketplace. "Diffusion" refers to the widespread 

use of a commercial innovation and is often studied by researchers as a communication process 

through which future users become persuaded to adopt new technologies, in part due to 

information from previous users (Rogers, 1995). Finally, post-adoption innovative activities that 

result from knowledge gained from operating experience, such as "learning by using," "learning 

by doing," and "reinvention," are referred to here as "learning by doing." Learning by doing 

refers to technological improvements that occur as a result of a user's modifications of the 

operations of an adopted innovation in order to correct difficulties or take advantage of 

opportunities observed during operation. Studies have shown that a considerable amount of 

innovative activity can be traced to operating personnel or to the contact of other researchers 

with operating personnel (for a discussion, see Cohen and Levin, 1989). 

Previous Research 

Previous research on the effects of government actions on innovative activities in 

environmental technology can be found in two literatures. 1 The first, the mainstream innovation 

literature, is rather large and generally traces its origins to Schumpeter (1942). It is this 

literature, which often consists of aggregate, multi-industry empirical economic studies (although 

sociological studies and some focused case studies are also included) that is the basis for the 

1 In both literatures, the broader set of technologies encompassed by "environmental technology" is generally 
addressed, rather than the more limited "enviromnental control technologies." 
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definitions of innovative activities used in this dissertation (for a review, see Stoneman, 1995). 

This literature is generally centered on technologies for which market forces have been the 

primary drivers. Environmental technology, however, was considered in this literature at least as 

early as a 1969 article by Rosenberg that sought historical examples of the "forces which provide 

inducements to technical change ... what Hirschman has called 'inducement mechanisms' 

[reference to Hirschman (1958) in Rosenberg (1969, pg. 1)]." One ofthe inducement 

mechanisms Rosenberg found was a constraint-imposing environmental legislation that a 1948 

article showed improved the competitive advantage of the Swedish sulphate producers that were 

able to meet it. 

Although influential economists and others have dealt with environmental technological 

innovation in more recent years, their work is typically considered part of a second literature, the 

environmental technology literature. This literature, while considerably smaller than the 

mainstream innovation literature, is diverse, encompassing theoretical economic studies, a few 

large empirical economic studies, and a number of case studies scattered among various 

disciplines [for a useful review and critique of much of this literature, see Kemp (1997)]. In this 

literature, the observation made by Rosenberg, among others, that competitive advantage 

sometimes accrues to firms able to meet environmental constraints has been popularized in the 

last ten years by debate on the "Porter Hypothesis." This hypothesis emerged from an influential 

page-long essay by the strategy expert Michael E. Porter in 1991 in which he argues that tough 

environmental standards that stress pollution prevention, do not constrain technology choice, and 

are sensitive to costs can spur innovation and thereby enhance industrial competitive advantage 

(Porter, 1991). 
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Underlying this idea is the concern that environmental standards only spur innovation if 

the details of these standards are properly specified; this concern has been a long-standing theme 

in the environmental technology literature. Since at least the early 1970s, a major thrust of the 

theoretical economic studies in this literature has been for economists to consider the possibility 

that "market-based" environmental approaches such as taxes, subsidies, and permits would 

induce technical innovation more effectively than traditional "command-and-control" regulation. 

In a review of these theoretical economic studies by Jaffe and Stavins (1995, S-45), the authors 

found that while most supported the idea that market-based approaches should be most effective 

in inducing innovation, they had inconsistent and inconclusive results about specific approaches. 

In addition, the authors state that other theoretical research has found that "which policy 

instruments are most effective in encouraging innovation and diffusion depends upon specific 

elements of instrument design and/or characteristics of affected firms." (Jaffe and Stavins, 1995, 

S-45) 

The idea that specifics matter to the understanding of the influence of environmental 

government actions on innovation is especially well articulated in Kemp (1997). He effectively 

argues that many environmental technology studies ignore four central features of environmental 

technology innovation? These features are: the innovative role of outside suppliers; the control 

efficiencies of specific technologies; the implementation issues that affect firm behavior (such as 

the amount of advance notice given about pending regulation and the speed with which the 

policy instrument requires firms to act to meet a stated environmental goal); and the complicated 

relationship between regulators and industry. Two studies that empirically consider the effects 

of regulatory stringency as a driver of environmental technological innovation, to contradictory 

2 In addition, he argues that many environmental technology studies are seriously limited by tendencies to ignore the 
political economy effects of policy instruments 
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results, provide useful examples of the importance ofbeing sensitive to these features. Jaffe and 

Palmer (1997), for example, found that there is no statistical correlation between pollution 

abatement expenditures and patenting activity.3 These authors conduct their analysis as if 

regulated firms perform all of the R&D measured by patents, although the important innovative 

role of other organizations has been demonstrated repeatedly (Ashford, Ayers, and Stone, 1985; 

Dupuy, 1997; Heaton, 1990; Kemp, 1997; Lanjouw and Mody, 1996). Lanjouw and Mody 

(1996), in contrast, found that pollution abatement expenditures and patent activity parallel each 

other across environmental media with roughly a two-year lag. These authors assume for 

measurement purposes that "all environmentally responsive innovation in a field responds to 

events in a broadly similar fashion." (Lanjouw and Mody, 1996, p. 557) This is despite the fact 

that specific technologies in an environmental problem area, which often exhibit a variety of 

control efficiencies, may react differently to different environmental standards. The results of 

both studies are therefore somewhat in doubt because of their reliance on aggregate data sources 

that mask the complexities of environmental technological innovation. 

Case studies of environmental technological innovation necessarily pay more attention to 

the specifics of government actions and environmental technologies than do theoretical and some 

empirical economic studies. What they gain in accuracy, however, they are typically considered 

to lose in generalizability. One instance in which case studies can have a generalizable impact is 

when a relatively large number of such studies show similar findings. Such a grouping of case 

studies has been analyzed and synthesized in an article by Ashford, Ayers, and Stone (1985) that 

Kemp (1997) states is the most "comprehensive review" of the technology effects of specific 

environmental policies. In this article, the authors review (although not in complete detail) ten 

cases of regulation between 1970 and 1985 and their effects on the innovation and diffusion of 

3 Pollution abatement expenditures are the authors' somewhat questionable proxy for regulatory severity. 
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technologies by private firms. For each case, basic information is provided about the regulated 

substance and technology, the regulating authority, regulatory characteristics, and the industrial 

response, including the authors' categorizations of the type and degree of technological 

innovation. Appendix A contains a table summarizing these cases that was adapted from 

Ashford, Ayers, and Stone (1985) and Kemp (1997). 

Three particularly interesting findings emerge from these cases. First, Ashford et. al. find 

that "a relatively high degree of [regulatory] stringency appears to be a necessary condition" for 

inducing higher degrees of innovative activities (Ashford, Ayers, and Stone, 1985, note 36 at 

429).4 Second, Ashford et. al. find that while "excessive regulatory uncertainty may cause 

industry inaction, too much certainty will stimulate only minimum compliance technology" 

(Ashford, Ayers, and Stone, 1985 pg. 426).5 Third, Ashford et. al. find that in some of the cases 

they studied in which government scrutiny was clear well before regulations were imposed, 

"anticipation of regulation stimulates innovation" (Ashford, Ayers, and Stone, 1985 pg. 426).6 

Other studies of environmental technological innovation, such as the innovation survey of firms 

in the United Kingdom by Green, McMeekin, and Irwin (1994) and the diffusion study of the 

Ontario organic chemical industry by Dupuy (1997), support these findings. 

This discussion has focused on findings in the environmental technology literature about 

innovative responses to characteristics of environmental regulation as well as to "market-based" 

mechanisms such as taxes, subsidies, and permits. Other government actions that influence 

4 The authors define a regulation as stringent for at least one of three reasons: it requires significant reduction in 
exposure, it requires costly compliance using existing teclmology, or it requires significant teclmological change 
(Ashford, Ayers, and Stone, 1985). 
5 Examples of some of these regulatory uncertainties can be found in Organization for Economic Cooperation and 
Development, Environment Committee (1985). 
6 Although the Ashford et. al. examples focused on innovation by polluting organizations, it is likely that 
anticipation of regulation is a driver of innovation by environmental equipment and service organizations as well. 
This is because regulation can guarantee a demand for these organizations' products; demand has been shown in the 
mainstream innovation literature to be an important spur for innovation (see Mowery and Rosenberg, 1982). 
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environmental technological innovation include innovation waivers, public innovative activities, 

and efforts by the public to promote technology transfer. The environmental technology 

literature has basically overlooked the importance of public innovative activities and technology 

transfer mechanisms in promoting environmental technological innovation, although it has 

considered past experiences with innovation waivers in the U.S. In theory, innovation waivers

incentive devices built into environmental regulation that generally extend regulatory deadlines 

and exempt polluting organizations from penalties in return for efforts by firms to develop 

innovative technologies to meet environmental standards - are very attractive to polluting 

organizations and regulatory agencies. In practice, innovation waivers proved to be ineffective 

because of ambiguous requirements, short deadlines, and institutional and administrative 

difficulties (see discussions in Ashford, Ayers, and Stone, 1985, pp. 443-62, and Kemp, 1997). 

Approach and Organization of this Dissertation 

This dissertation seeks to contribute to the environmental technology literature by 

concentrating on an extended case study of innovative responses to multiple government actions 

centered on the abatement of a single pollutant. This approach has several virtues. First, it 

learns from the criticisms of aggregate studies by allowing the specifics of policy instruments, 

environmental technology features, and affected organizations within the industrial

environmental innovation complex to contribute to the resulting insights. Second, it limits the 

variety of environmental technology features, such as those articulated in Kemp (1997), which 

could undermine insights into innovative responses since it considers a single set of technologies 

over time. Third, it allows for the consideration of the effects of many government actions -

ranging from command and control regulation, to market-based approaches, to public innovative 

activities and technology transfer mechanisms - on environmental technological innovation. 
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This is important because it is the universe of government actions, rather than any single 

government action, which really affects corporate strategy and resulting innovative activities. 

An additional contribution of this dissertation is that it conducts this extended innovation 

study through the integration of several established and repeatable quantitative as well as 

qualitative research methods. This is important for two reasons. First, this methodological 

approach provides a more realistic understanding of innovative processes than any single method 

would be able to provide (for a useful review of methodological issues in the study of 

technological innovation, see Cohen and Levin, 1989; Schmoch and Schnoring, 1994). Second, 

the fact that these methods are well established and repeatable increases the likelihood that the 

insights of this dissertation will be able to be synthesized with those of similarly conducted 

future case studies. These insights could then have a more generalized impact on policy 

discussions related to innovation, particularly in the environmental area. 

The case study examined by this dissertation is the set of technologies that control sulfur 

dioxide (S02) emissions from electric power plants. This is a particularly useful case to 

investigate because the history of both the government actions pertinent to these technologies 

and innovative activities in these technologies is well documented and long-standing. In 

addition, the international availability and relevance to other environmental problems of the 

polluting and controlling technologies involved in this case make the case a useful basis for 

future comparison with other environmental control technologies.7 The political, institutional, 

and industrial history of these technologies is explored in Chapter Two. 

The specific methodologies used in this dissertation, which include analyses ofU.S. 

patents, S02 control technology conference proceedings, learning curves, and interviews of 

7 Electric power plant emissions are implicated in such environmental problems as global climate change and smog 
formation, while S02 control technologies are seen as the basis of other power plant end-of-pipe solutions. 
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influential experts, are depicted in Figures 1.3 and 1.4. Figure 1.3 illustrates the methodologies 

used to delve into the innovative activities of invention, adoption, diffusion, and learning by 

doing that occur within the black box of the so2 industrial-environmental innovation complex. 

These innovative activities are explored in Chapters Three, Four, and Five. Figure 1.4, on the 

other hand, illustrates the methodologies used to understand the outcomes of these activities, as 

observed in technological improvements realized over time. These outcomes are primarily 

addressed in Chapter Two, although they are contextually important to the entire dissertation. 

The various insights of Chapters Two through Five are synthesized in Chapter Six. 

FIGURE 1.3 

Methodologies Used in this Dissertation: Innovative Activities 
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FIGURE 1.4 

Research Approach of this Dissertation: Innovative Outcomes 

Improvements m 
newly installed technologies 
over time 

Note on Expert Interview Method 

Most of the research methods depicted in these figures lend insight into only one or two 

overlapping innovative activities or to innovative outcomes, and are thus described in detail in 

the appropriate sections of Chapters Two through Five. The research method of expert 

interviews, however, speaks broadly to both innovative activities and outcomes and will briefly 

be discussed here. Expert interviews were sought for two main reasons. First, they were sought 

in order to ground the other research methods in the organizational context and constraints of the 

industrial-environmental innovation complex. Second, they were sought in order to gain insight 

into the validity of some of the data sources used in the other research methods. For example, 

they provided insight into the importance of patents to the protection of so2 control 

technologies. 

In order to gain the most useful insights out of the interview process, a relatively large, 

yet logistically reasonable set of experts had to be identified, contacted, and interviewed. There 

were two main selection factors behind the choice of experts to be interviewed. First, the expert 
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would have to have been significantly active in research in the S02 industrial-environmental 

innovation complex for a long enough period of time to have historical perspective on innovation 

in these technologies and on government actions that were important to their development. 

Second, since the S02 industrial-environmental innovation complex encompasses multiple 

sources of innovation, the experts interviewed would have to represent a number of different 

organizational affiliations. In answer to the first selection criteria, experts were identified 

primarily through the frequency with which they presented papers at a technical conference held 

on S02 control technologies for over three decades.8 In answer to the second selection criteria, 

the experts interviewed represented a variety of organizational affiliations in the so2 industrial-

environmental innovation complex, including the U.S. government, EPRI, utilities, architect and 

engineering firms, vendor firms, and universities. Table 1.1 describes the affiliations of the 

twelve experts interviewed for this dissertation, as well as assigns labels to each of these experts 

for use in identifying their statements throughout this dissertation. 

TABLE 1.1 

Characteristics of Experts Interviewed, with Dissertation Identification Labels 

Expert Affiliations Label 
Architect and Engineering Firm A 
Utility B 
Environmental Equipment Vendor c 
Utility, Architect & Engineering Firm D 
Consulting Firm, Environmental Equipment Vendor E 
Contract Non-Profit Research & Development Organization F 
Utility G 
University, Government Agency H 
Consulting Firm, Contract Non-Profit Research & Development Organization I 
University J 
Government Agency K 
Consulting Firm L 

8 For a fuller explanation of the method for interviewee selection, see Appendix B. 
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The interviews conducted for this dissertation follow the methodological tradition of 

innovation counts and surveys in the mainstream innovation literature (for reviews, see 

Archibugi, 1988; Archibugi and Pianta, 1996; Cohen and Levin, 1989; Hansen, 1992; Smith, 

1992a; Smith, 1992b ). One of the prominent uses of such innovation surveys is to understand 

what technical experts consider to be significant innovations in a technology area. In this 

dissertation, experts were asked not only their perceptions of the significant technological and 

organizational developments in the evolution of so2 control technologies, but also their 

perceptions of significant government actions affecting the so2 industrial-environmental 

innovation complex (the interview protocol is included in Appendix C). In addition, experts 

were asked targeted questions about some of the data sources analyzed in this dissertation, as 

well as questions about the role of operating experience in the evolution of S02 control 

technology. The results of these questions are discussed in Chapters Three, Four, and Five, as 

are expert opinions about the causes of patent trends developed in Chapter Three. More general 

insights derived from the expert interviews inform the entire dissertation. 
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Chapter 2 The Innovative Context of S02 Control Technologies 

Sulfur dioxide (S02) is primarily emitted to the atmosphere through the burning of sulfur-

containing materials, of which fossil fuels such as coal and oil are the most important examples. 

so2 is, therefore, the byproduct of many long-standing economically productive processes. 

Table 2.1 demonstrates that, although the importance of selected sources of S02 emissions in the 

United States has changed over time, coal-fired electric power plants have been the primary 

source ofthese emissions since 1960. 

TABLE 2.1 

U.S. Sulfur Dioxide Emissions Estimates, 1940-1998 (Thousand Short Tons) 

~ 1940 1950 1960 1970 1975 1980 1985 1990 
ty 

Fuel Combustion 
Electric Utilities 2,427 4,515 9,263 17,398 18,268 17,469 16,272 15,909 

Coal 2,276 4,056 8,883 15,799 16,756 16,073 15,630 15,220 
Oil 151 459 380 1,598 1,511 1,395 612 639 
Gas NA NA NA 1 1 1 1 1 

Industrial Processes 6,060 5,725 3,864 4,568 3,310 2,951 3,169 3,550 
Coal 5,188 4,423 2,703 3,129 1,870 1,527 1,818 1,914 
Oil 554 972 922 1,229 1,139 1,065 862 927 
Gas 145 180 189 140 263 299 397 543 

Other 3,642 3,964 2,319 1,490 1,082 971 579 831 
Industrial Processes 
Chemical & Allied 
Manufacturing 215 427 447 591 367 280 456 297 
Metals Processing 3,309 3,747 3,986 4,775 2,849 1,842 1,042 726 

Copper 2,292 2,369 2,772 3,507 1,946 1,080 655 323 
Petroleum & 
Related Industries 224 340 676 881 727 734 505 430 
Other 334 596 671 846 740 918 425 399 
Transportation 
On-Road Vehicles 3 103 114 411 503 521 522 542 
Non-Road Engines/ 
Vehicles 3,190 2,392 321 83 99 175 208 934 

TOTAL ALL 
SOURCES 19,952 22,357 22,227 31,161 28,011 25,905 23,229 23,678 

Sources: Adapted from U.S. Environmental Protection Agency, 
Office of Air Quality Planning & Standards (1997); (1998); and (1999) 
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Public concern about S02 pertains to its negative effects both on human health and on 

ecosystem well being, although both types of effect have not always been recognized. Its human 

health effect is as a local eye, nose, and throat irritant, which in the extreme has contributed to 

such deadly air pollution incidents as the killer smogs that occurred in Donora, Pennsylvania, in 

1948 and London, United Kingdom, in 1952 (Snyder, 1994; Cooper and Alley, 1994).9 In 

addition, in recent years it has been implicated in increased mortality due to its role as a fine 

particle. Its ecosystem effect is as a major contributor (with nitrogen oxides) to acid deposition 

(acid rain), the regional air pollution phenomenon related to the acidification of lakes and 

streams, plant damage, and reduced forest growth. 

Environmental technology strategies pertinent to S02 emissions take one of three 

approaches: (1) alternative power generation technologies such as fluidized bed combustion and 

synthetic fuels; (2) pre-combustion reduction of sulfur in the burning oflower-sulfur fuels, either 

naturally as in the case of switching to low-sulfur coal, or technologically through the removal of 

sulfur from existing coals; and (3) removal of S02 from the post-combustion gas stream. 10 Only 

the latter two of these strategies, pre-combustion and post-combustion removal, involve a 

technological response relevant to the standard coal-fired power generation processes generally 

in use over the last thirty years .11 Pre-combustion control technologies primarily involve 

physical removal processes such as crushing and grinding to remove inorganic sulfur in the form 

of pyrite from coal. More advanced chemical and biological pre-combustion technologies exist 

9 These incidents resulted from simultaneous high concentrations of S02 and particulates. 
10 Sub-bituminous and lignite coals, found primarily in easily surface-mined deposits in the western U.S., are 
typically lower in both heat and sulfur content. Bituminous and anthracite coals, found primarily in deposits that are 
deep-pit mined in the eastern U.S., are typically higher in heat and sulfur content (Laitos and Tomain, 1992, p. 450). 
11 Tall gas stacks that disperse S02 from local areas were once promoted by the electric power industry as an 

effective method of controlling S02 emissions from existing generation processes. These are no longer relevant 

because of regional concerns about S02 and acid rain. 
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that can also remove some of the organic sulfur from coal for a greater overall S02 emission 

reduction, but these processes are costly and exist only in non-commercial stages. None of these 

pre-combustion technologies, however, removes as much S02 as post-combustion control 

technologies. 

These technologies, which are installed on roughly 90 gigawatts (or about one-third) of 

U.S. electrical capacity, can be grouped under such names as "flue gas desulfurization" (FGD) 

systems or "scrubbing" technologies. FGD systems involve contacting a post-combustion gas 

stream with a base reagent in order to remove S02. These systems can be categorized as wet, 

dry, or other, following an article by Jozewicz et. al. in 1999. Wet FGD processes include wet 

throwaway and gypsum by-product processes involving reagents like limestone, lime, dolomitic 

lime, sodium carbonate, and seawater. Dry FGD technologies include the throwaway processes 

of spray drying, sorbent injection into the furnace, boiler, or downstream duct, and circulating 

fludized bed. Other FGD processes include regenerable processes with reagents such as sodium 

sulfite (Wellman-Lord) and magnesium oxide, as well as combined sulfur oxide/nitrogen oxide 

technologies. The two most dominant wet and dry systems will be described here. 

The dominant wet FGD systems use limestone as the scrubbing reagent and today 

achieve reliable, 95%+ S02 removal efficiencies. 12 Figure 2.1 shows a simple schematic of a 

wet limestone FGD system. In the wet scrubber in this figure, limestone slurry is typically 

contacted with flue gas in a gas absorber where S02 is absorbed, neutralized, and partially 

oxidized to calcium sulfite and calcium sulfate. 13 Equation 2.1 displays the overall stoichiometry 

of the limestone so2 absorption process. 

12 Wet limestone scrubbing is dominant in the worldwide utility FGD market in part because limestone is 
inexpensive and widely available 
13 Absorber devices include packed towers, plate or tray columns, venturi scrubbers, and spray chambers (Barbour 
et. al. 1995). 
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FIGURE 2.1 

Schematic of a Typical Wet Limestone FGD System 
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Source: (Cooper and Alley, 1994, p. 454) 

Thorough contact between the gas and the sorbent is essential to the success of the mass 

transfer operation of absorption. Absorber towers have different flow designs to accomplish this: 

countercurrent, crosscurrent, and cocurrent. In the most commonly installed countercurrent 

designs, the waste gas stream enters at the bottom of the column and exits at the top while the 

sorbent stream does the opposite. One of the main advantages of these designs is that they 

provide the highest theoretical removal efficiency because gas with the lowest pollutant 

concentration contacts liquid with the lowest pollutant concentration. In addition, they usually 

require lower liquid-to-gas ratios than cocurrent designs, in which both the waste gas and the 

sorbent enter the column at the top of the tower and exit at the bottom (Barbour et. al., 1995). In 
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general, greater liquid-to-gas ratios mean higher so2 absorption efficiency, but also higher 

operating costs because of higher energy needs due to high pressure drops and pumping needs. 

This is important to consider since the power consumption of a limestone FGD unit is typically 

large, on the order of 3 to 6% of the power generated by the plant for older FGD systems and 2 

to 3% for newer ones (Cooper and Alley, 1994, p. 467). In a crosscurrent tower, the waste gas 

flows horizontally across the column while the sorbent flows vertically down the column. The 

advantage of these designs is that they generally have lower pressure drops and require lower 

liquid-to-gas ratios than the other two designs, while the disadvantage of these designs is that 

they offer less contact time for absorption (Barbour et. al., 1995). 

It is very important to optimize the process chemistry of wet limestone FGD systems; 

failure to do so can result in scaling and plugging of system internals based on the precipitation 

of calcium sulfite and sulfate inside the scrubber, as well as corrosion of internals due to the high 

acidity of the S02 removal environment. Since scale typically forms via natural oxidation when 

the slurry oxidation level ranges between 15 and 95 percent, scaling and plugging issues have 

largely been resolved in state-of-the-art scrubbers by either increasing the oxygen content of 

limestone slurry above this range (forced oxidation) or decreasing the oxygen content below this 

range (inhibited oxidation, accomplished with slurry additives like emulsified sulfur or sodium 

thiosulfate) (Srivastava, Singer, and Jozewicz, 2000, p. 4). Corrosion has been dealt with 

through the use of new construction materials such as alloys, clad carbon steel, and fiberglass. 

An additional concern with wet limestone scrubbing has always been waste disposal, since early 

vintage scrubber wastes required expensive disposal options such as the construction of large 

sludge ponds with liners or significant landfilling. Even modem inhibited oxidation processes 

require landfilling of byproduct calcium sulfite. In limestone forced oxidation processes with 
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nearly complete oxidation of over 99%, however, saleable gypsum byproducts are produced that 

can be useful in such industries as wallboard manufacture and cement production (Jozewicz et. 

al. 1999; Cooper and Alley, 1994, p. 454-65). These limestone forced oxidation systems are "the 

preferred process for wet FGD technology worldwide" (Jozewicz et. al. 1999). 

The dominant dry FGD systems are lime spray drying processes, which typically achieve lower 

removal efficiencies at lower costs and for smaller capacities than wet systems. Figure 2.2 

shows a simple schematic of a lime spray dryer FGD system. In lime spray dryers, a lime slurry 

is sprayed into the tower and S02 is absorbed to form calcium sulfite and sulfate. The water 

evaporates and the dry solids are collected in a fabric filter collector with fly ash. Equation 2.2 

displays the overall stoichiometry of scrubbing S02 with a lime reagent, which is much more 

reactive than a limestone reagent (and is similarly more expensive). As in the case of limestone 

scrubbing, the dilute concentration of S02 in flue gas is an issue for dry scrubbing since contact 

between the gas and the base reagent is essential for S02 removal. This is more difficult in dry 

systems, although ultrafine grinding of reagents has contributed to the resolution of this difficulty 

(Cooper and Alley, 1994, pp. 457-8). 
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FIGURE 2.2 

Schematic of a Typical Dry FGD System 
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Source: (Cooper and Alley, 1994, p. 455) 

The various post-combustion FGD processes described here provide the central 

technology set for the S02 industrial-environmental innovation complex defined in Chapter 

One. 14 As a result, the vendors of these systems -wet FGD processes in particular- are the 

primary environmental equipment and service organizations discussed in this dissertation. The 

primary polluting organizations discussed are, as previously indicated, the utility companies that 

14 Pre-combustion technologies as well as monitoring and instrumentation technologies help to round out this 
technology set. 

23 

ED _000 11 O_LN_ Set20000 1268-00035 



FOIA 2014-009508 Interim 5 

operate coal-fired electric power plants. Figure 2.3 represents the S02 industrial-environmental 

innovation complex as a black box, inside which actors such as FGD vendors, utilities, and 

government affect the combined innovative activities of invention, adoption and diffusion, and 

learning by doing. 

FIGURE 2.3 

Innovative Activities in the S02 Industrial-Environmental Innovation Complex 

To the first order, government is vital to this complex because it has worked to define, 

through such actions as legislation, executive orders, and lawsuits, the need to control S02 

emissions that abatement technologies seek to meet. Some of these government actions, 

however, have been used not only to define the rationale for and level of S02 emissions 

reductions needed, but have also defined, in various ways, the manner in which emissions 

reductions should be achieved by polluting organizations. For example, over the past fifty years, 

S02 legislation and its sometimes-accompanying regulation, has: proposed financial incentives 

for installing abatement equipment; set the stringency of emissions control that technological 

solutions must meet; defined the flexibility and time constraints that S02 polluting organizations 

have to address abatement requirements; and defined through their scope the market size of 
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equipment suppliers. In addition, government has funded research, training, and technical 

assistance programs including demonstration projects, grants to vendors, and technology transfer 

opportunities that directly affected the operation and design of equipment used to control S02 

em1sswns. 

Government actions, therefore, have had a considerable influence on the S02 industrial

environmental innovation complex and its resulting technologies. The remainder of this chapter 

describes some of the government actions that have influenced the development of so2 control 

technologies since before 1970. It also details some of the actions of other components of the 

S02 industrial-environmental innovation complex over time. In addition, it sketches the 

chronology of technological changes in S02 control throughout the text and in a special section 

at the end of the chapter that helps to quantify the innovative outcomes observed outside the 

black box of the so2 industrial-environmental innovation complex. 

In order to maintain the narrative clarity of over three decades of evolving political, 

institutional, industrial, and technological developments regarding so2 control technologies, the 

majority of this chapter is broken down into chronological sections. These are oriented around 

the passage of three major national environmental legislative events involving S02 emissions 

from stationary sources: the Clean Air Act Amendments of 1970, 1977, and 1990. These 

amendments are landmarks in the evolution of government S02 control actions because each 

establishes a different national regulatory strategy and corresponding technological options for 

the so2 industrial-environmental innovation complex. 
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Before 1970 

Government Actions Before 1970 

The role of government in air pollution control evolved from the local level to the federal 

level during the three decades preceding the passage of the 1970 Clean Air Act Amendments. 

The first major impetus for the shift in this role is generally considered to be the December 1948 

smog incident in Donora, Pennsylvania, during which twenty people died and over 6,000 became 

ill (see Snyder, 1994; Bailey, 1998, p. 89). In 1949, representatives of the Donora and Pittsburgh 

areas introduced the first two air pollution control bills in Congress, although no action was 

taken on them. These two bills called for greater research into the health effects of pollution, and 

similar bills over the next few years also called for health research as well as possible methods of 

preventing pollution, including tax relief for the purchase by companies of pollution abatement 

equipment (see Bailey, 1998). 

The similarity of the Donora incident to other incidents in urban areas in America over 

the preceding fifty years, however, "did little to shake the prevailing belief that air pollution was 

a periodic, local problem that could be addressed by local governments" (Bailey, 1998, p. 91 ). 

More important in changing this perception were the recurrent automobile-driven smog of Los 

Angeles and the efforts of a number of members of California's congressional delegations to 

bring air pollution under federal control. As a result of failed legislative efforts and a successful 

lobbying effort ofPresident Eisenhower led by Senator Thomas H. Kuchel of California, the 

nation's first major national air pollution legislation was drafted as an amendment to the 1948 

Water Pollution Control Act. When it was signed in 1955, the resulting Air Pollution Control 

Act provided for five million dollar annual authorizations for five years under the rubric that the 

federal government should protect the right of states and local governments to control air 
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pollution while supporting and aiding research and devising and developing abatement methods 

(Bailey, 1998, pp. 95-6). The Air Pollution Control Act, which was extended in 1959 and 1962, 

provided for federal surveys of specific local problems upon request and for the publication of 

reports by the Surgeon General. The authorized five million dollars was to be spent on 

demonstration projects, grants-in-aid to state and local government air pollution control agencies, 

and for research by the Public Health Service (PHS). 

Congress followed this initiative by passing the Clean Air Act in 1963. The research of 

the Air Pollution Control Act had provided evidence to Congress of the extent of the air pollution 

problem and "the inadequacy of state control arrangements" (Bailey, 1998, p. 104 ). Beyond 

research results, public concern about air pollution had been growing for some time. The 

London smog disaster in 1952, in which almost 700 people died, had received a large amount of 

publicity. This incident combined with broad public concern about fallout from the atmospheric 

testing of nuclear weapons to heighten public awareness about air pollution. Then in 1962, the 

publicity received by the publication of Rachel Carson's book Silent Spring appeared to provide 

a catalyst to transform this concern into civic action. Associations representing local politicians 

began to lobby for an enhanced federal role in response to growing constituent concern, and the 

Kennedy and then Johnson administrations supported such an enhanced role. When signed on 

December 17, 1963, the Clean Air Act authorized $95 million for fiscal years 1964-67 to expand 

the traditional federal role in conducting research and offering financial assistance to the states. 

But for the first time it also empowered the federal government, through the Secretary of the 

Department of Health, Education, and Welfare, to take legal action against interstate polluters. 

During the remainder of the 1960s both public and congressional interest in air pollution 

control grew. For example, the results of periodic public opinion polls by the Opinion Research 
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Corporation demonstrate that a rapidly increasing percent of respondents agreed that air pollution 

was a "very or somewhat serious problem." Although only 28% agreed with this statement in 

1965, this percentage increased to 48% in 1966, 55% in 1968, and eventually 69% in 1970 (see 

Bailey, 1998, pp. 125, 140; Erskine, 1972). By 1970, pollution was considered the second most 

important problem facing the nation (Jones, 1973).15 Major air legislation passed in 1965 (the 

Motor Vehicle Air Pollution Control Act) and in 1967 (the Air Quality Act), while minor 

reauthorizations passed in 1966 (the Clean Air Act) and 1969 (the Air Quality Act). In 1966, the 

first action to provide tax relief for investments in air pollution control equipment passed after 

the defeat offorty-fourprevious tax incentive bills introduced between 1949 and 1965 (Bailey, 

) 
16 1998, p. 126 . 

The 1967 Air Quality Act was the first national environmental legislation in which 

lobbying at cross-purposes emerged between the coal industry and the utility industry on the 

issues of abatement equipment and federal air pollution standards for stationary sources. The 

coal industry was particularly interested in "federal pre-emption of state authority and greater 

research into abatement technologies" because of strict air pollution efforts outside of the federal 

legislative sphere (Bailey, 1998, pp. 128-9). The New York City Council in 1965 had severely 

restricted the use of high sulfur coal, including an outright ban for domestic heating appliances. 

Four northeastern states in December 1966 had announced plans to combat air pollution that 

threatened the coal industry. And in March 1967, the Secretary of the Department ofHealth, 

Education, and Welfare published a report that recommended reducing the reliance on high 

sulfur coal because citizens in virtually all major American cities were exposed to unhealthy 

15 This perception was enhanced by the January 1969 Santa Barbara oil spill and the inflaming of Cleveland's 
Cuyahoga River in the summer of 1969 (Bailey, 1998, p. 140). 
16 Air pollution control equipment was exempted from the suspension of the tax investment credit in new and used 
machinery provided in the Revenue Act 1962. 
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levels of S02. The coal lobby's influence helped incorporate into the Air Quality Act, as signed 

by President Johnson on November 21, 1967, $125 million (down from the Senate's proposed 

$375 million) for research into methods of reducing the pollution caused by fuel combustion. 

The 1967 Air Quality Act also directed the states to set ambient air quality standards; if the states 

did not do so in fifteen months after passage, the act called for federal intervention. But although 

various drafts of the Air Quality Act incorporated federal emissions standards, the bill as finally 

passed did not (Bailey, 1998, p. 135). 

In the period before 1970, therefore, there were three major government legislative 

actions on air pollution that were particularly relevant for the control of S02 from stationary 

sources: the 1955 Air Pollution Control Act, the 1963 Clean Air Act, and the 1967 Air Quality 

Act. In all three of these measures, Congress provided research funding, with provision of a 

federal role in demonstration programs included as early as 1955. Federal financial assistance to 

state and local governments for the control of air pollution was also an aspect of all three of these 

measures. Finally, these three measures evince a growing federal enforcement role in air 

pollution, from authority over interstate polluters in 1963 to all states without ambient air quality 

standards by February 1969. Congress and the President would expand the federal role even 

further in the 1970s. 

Other Actions by the Industrial-Environmental Innovation Complex Before 1970 

The earliest FGD device used by an electric power plant was installed in 1926 at the 

Battersea Power Station in London, England. The alkaline water from the Thames River 

provided most of the reagent for the device as well as the ultimate destination of the scrubber 

effluent. Other early scrubbers using lime as the reagent were installed in the United Kingdom 
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in 1935 and 1937, but they were shut down early in World War II due to the concern that their 

"vapor plumes provided possible aerial guidance to enemy aircraft" (see Mcilvaine, 1990). 

Lime/limestone scrubbing did not reemerge until the 1950s. In the United States, the 

Tennessee Valley Authority (TVA) conducted small-scale and limited pilot-plant studies. Large

scale FGD operations, however, first occurred abroad. In 1964, a scrubber installation began 

operating at an iron ore sintering plant in Russia, and in 1966, a lime scrubber began operating at 

a large sulfuric acid plant in Japan (Mcilvaine, 1990). 

The first major plant work in the United States appears to have been that of Universal Oil 

Products (UOP) at a Wisconsin utility installation beginning in 1965. In 1966, Combustion 

Engineering, in conjunction with National Dust Collector Riley Environeering, tested a system 

involving boiler injection of limestone, followed by scrubbing, in a pilot unit at a Detroit Edison 

power plant. The first commercial installations of this process in boilers larger than 100 MW 

occurred in St. Louis, Missouri, and Lawrence, Kansas, in 1968. The pilot installation of this 

process demonstrated S02 removal of 98 percent at a stoichiometric limestone-to-S02 ratio of 

1.1 to 1. Unfortunately, the installations demonstrated a number of problems, including 

pluggage, and the design was then changed so that limestone was no longer introduced directly 

into the boiler but rather into slurry recycle tanks. This change improved the reliability of the 

system, although it resulted in lower S02 removal efficiencies (Mcilvaine, 1990). 

The U.S. FGD equipment and services industry, therefore, had its start in the years before 

1970, although significant growth did not occur in this industry until after 1970. By the late 

1960s, however, there was enough interest in the operating experience problems of FGD 

technology that the first S02 Control Symposium was held in 1969. This conference continued 
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to convene regularly and became a major agent of knowledge transfer in the S02 industrial-

environmental innovation complex. 

1970-1976 

Government Actions 1970-76 

The debate about what level of government should have jurisdiction over air pollution 

continued into the 1970s. Many favored the primacy of state and local governments based on the 

idea that they best understood local air conditions and industry sources. Others favored a strong 

role for the federal government because of its large resources and ability to set uniform industry 

standards that would keep the competitive playing field level. The 1970 amendments to the 

Clean Air Act, in fact, incorporated both of these positions. 

The 1970 Clean Air Act Amendments (1970 CAA) were signed on December 31, 1970, 

almost a year after President Nixon submitted proposals with some of its basic provisions. The 

1970 CAA divided the nation's sources ofS02 emissions into two categories- existing and new 

-and directed the newly created Environmental Protection Agency (EPA) to set National 

Ambient Air Quality Standards (NAAQS) for criteria air pollutants, including S02.
17 These 

pollutants, so-called because the NAAQS were established based on health criteria, were to be 

subject to primary standards, which protected human health, and secondary standards, which 

addressed such environmental welfare concerns as structures, crops, animals, and fabrics 

(Cooper and Alley, 1994, p. 3; Findley and Farber, 1992, pp. 100-1). Primary NAAQS were 

expressly prohibited from taking into consideration economic or technical feasibility. 18 For S02, 

17 Presidential Reorganization Order #3 created this agency in July 1970 by combining fifteen existing units of the 
federal executive branch, particularly from the National Air Pollution Control Administration in the Department of 
Health, Education, and Welfare (Ackerman and Hassler, 1981 p. 133; Zimmerman et. al., 1980, p. 3-2). 
18 This was affirmed in Union Electric Co. v. EPA (1976) (Laitos and Tomain, 1992, p. 157). 
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the NAAQS were set at values of0.14 parts per million (ppm) averaged over one day, and 0.03 

ppm averaged over a year. 

Within nine months of the promulgation of an NAAQS, each state had to submit to the 

EPA a State Implementation Plan (SIP) setting out how the state would achieve and maintain the 

NAAQS for existing sources. 19 According to the 1970 CAA Section 110 (a) (1-2), a SIP was 

required to provide for the attainment of primary NAAQS within three years of the plan's 

approval. Secondary standards were to be achieved within "a reasonable time." Once the EPA 

Administrator approved a SIP, it became enforceable as both state and federal law, with penalties 

up to $25,000 per day and up to one year in prison for each SIP provision violation (Bryner, 

1995, p.IOI; Findley and Farber, 1992, p. 103). Under the SIPs, S02 emissions from existing 

sources that contributed to violations of primary NAAQSs were to be eliminated by 1975-77. 

Thus, the SIPs became an important regulatory force for reducing S02 emissions from existing 

power plants and other sources. 

The 1970 CAA also spoke to new sources when it directed the EPA to set nationally 

unified performance standards for major categories of stationary sources including fossil-fuel

fired steam electric generators. Section Ill of the 1970 CAA stated that the EPA Administrator 

was to set these performance standards in a manner that would take advantage of the "best 

system of emission reduction which (taking into account the costs of achieving such reduction), 

the Administrator determines has been adequately demonstrated (Ackerman and Hassler, 1981, 

p. 11)." In December 1971, the EPA fulfilled this mission by setting New Source Performance 

Standards (NSPS) for S02 emissions from new and modified steam generators with a heat input 

greater than 250 million British Thermal Units (MBTU) per hour. The NSPS for S02 set a 

19 The EPA promulgated NAAQS on the first five criteria air pollutants in April1971 (Bailey, 1998, p. 167). 
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maximum allowable emission rate of 1.2 pounds ofS02 per MBTU ofheat input. This standard 

was based on the EPA Administrator's finding that the ability of scrubbers to eliminate at least 

70 percent of a coal burner's S02 had been adequately demonstrated. This would allow the 

NSPS to be met with the use of scrubbers, based on the combustion of the high sulfur eastern 

coals typically in use at the time (the sulfur content of these coals was about 4 pounds of S02 per 

MBTU heat input, so a 70% reduction would allow the emission of 30% of the S02 per MBTU 

combusted, or 1.2 pounds per MBTU).20 Alternatively, plants could bum low-sulfur coals (of 

about 0.7% sulfur or less) and still achieve the NSPS emission level. Such low-sulfur coals were 

generally available only in the western U.S., however, which was remote from most coal-fired 

power plants at the time. 

In addition to the 1970 CAA and its associated NSPS for S02 from stationary sources, 

two other legislative developments of note occurred in 1970-76 that had implications for so2 

control.21 First, in response to the Arab oil embargo of October 1973 and the resulting U.S. 

energy crisis, President Nixon signed the Energy Supply and Environmental Coordination Act 

(ESECA) in June 1974 in order to promote the use of domestic coal versus foreign oi1.22 The 

ESECA emerged from a lengthy legislative process in which the philosophy of the 1970 CAA 

came under attack. As passed, it reauthorized the 1970 CAA for another year while allowing 

suspensions of final clean air standards until January 1, 1979, provided that primary NAAQS 

would not be violated (Bailey, 1998, p. 182). The second important legislative development 

arose from some of the court challenges to the 1970 CAA and the EPA that were undertaken at 

20 See description of37 Fed. Reg. 5767-71 (1972), published after Kennecott Copper Co. v. EPA, 462 F. 2d 846 
(D.C. Cir. 1972) required more specific explanations of the reasoning underlying the EPA's ambient air regulations 
(Ackerman and Hassler, 1981, p. 19, 139). 
21 Also of interest was the introduction of a bill in 1971 to tax S02 emissions (Bailey, 1998, p. 171 ). 
22 In the mid-1970s, oil-fired generation represented 16-17% ofU.S. generation (Energy Information 
Administration, 2000b, p. 215). 

33 

ED _000 11 O_LN_ Set20000 1268-00045 



FOIA 2014-009508 Interim 5 

cross-purposes by environmentalist and industrial lobbying groups during the 1970-76 period. In 

one of these cases, Fri v. Sierra Club 412 US 541 (1973), the Supreme Court agreed with 

environmentalists that the EPA could not approve SIPS that permitted the degradation of areas of 

air that were cleaner than the 1970 CAA minimum standards. In response to this decision, in 

197 4 the EPA issued "prevention of significant deterioration" (PSD) regulations that divided all 

clean air areas of the country into three categories based on their levels of industrial 

development. Pristine parks and wilderness areas were to be allowed almost no change in 

existing air quality, while areas in the other two categories would be permitted industrial 

development ranging from moderate to the maximum possible without violating national air 

quality standards. 

Multiple options were available to utilities to attain compliance with federal S02 

legislation and regulation in the 1970-76 time period, but EPA officials particularly promoted 

scrubbing in part due to perceived difficulties with alternative options. One alternative to 

scrubbing, switching to low-sulfur western coal, was considered unfeasible due to its heat and 

ash characteristics, high transport costs, and perceived unavailability compared to more abundant 

higher sulfur coals. This availability concern was especially important since the United States 

was trying to increase its fossil fuel independence during the energy crisis, and reliance on a 

limited supply fuel would not advance this goal. Other alternatives to scrubbing, such as 

chemical coal cleaning, fluidized bed combustion (FBC), solvent refined coal, and low-BTU 

gasification, were researched during this period but not considered to be even potentially 

competitive until the early 1980s. In addition, between 1973 and 197 6 EPA officials removed 

their support for tall stacks and other supplemental control systems that primarily dispersed so2 

for local health concerns as new findings on sulfate transport emerged (Gage, 1976; Quarles Jr. 
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et. al., 1974; Train, 1976). The only exception to EPA's generally negative stance toward 

scrubbing alternatives lay in technologies such as physical coal cleaning and the blending of low-

and high-sulfur coals, which were considered sufficient control methods for plants facing modest 

reductions. 

In support of its position favoring FGD technology, the EPA engaged in multiple 

research, development, demonstration, and technology facilitation activities during this time 

period, six of which are noted here. First, starting in 196 7 and lasting throughout the 197 0-7 6 

period, the EPA and its predecessors began funding the Tennessee Valley Authority (TVA) 

Office of Agricultural and Chemical Development to prepare cost estimates of various FGD 

processes. These estimates required the TV A to be very familiar with the state of technology 

development over the years (McGlamery et. al., 1976). It is important to note that TVA was a 

good choice for these estimates. TV A held the unique position among utilities of being not only 

the nation's largest electric utility system but also a quasi-governmental agency with good 

working relationships with government (Durant, 1985, pp. 8, 36-7)_23 Eighty percent of TVA's 

generation came from a number of high-sulfur coal burning steam plants first constructed in the 

late 1940s, so it had a strong interest in S02 control strategies (see McCraw, 1976; Durant, 

1985). Finally, TVA had significant expertise in air quality protection (although not to the same 

extent as water quality). TV A had pioneered electrostatic precipitators for controlling particulate 

emissions in the 1950s, its expertise in modeling the effects of wind currents on pollution 

23 TV A was established in the 1930s under Franklin Delano Roosevelt's New Deal in order to provide low-cost 
power that would fuel the economic development of the depressed Tennessee Valley. It was under federal oversight 
through the congressional appropriations process, yet it had private organizational direction through a three-member 
board. 
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transport was world-renowned, it had installed an early, experimental FGD system in the 1960s, 

and it had also developed a system-wide intermittent so2 control strategy in the 1960s?4 

In addition to this technology evaluation activity with TV A, the EPA supported five other 

research, development, demonstration, and technology facilitation activities in the 1970-76 

period. First, the EPA established the influential Shawnee test facility in April 1972, in 

cooperation with TV A and the engineering firm Bechtel. Equipped with three 10 MW boilers, 

this facility provided invaluable operating data on scrubbing, beginning with lime/limestone 

systems (Quarles Jr. et. al., 1974). Second, in 1973 the EPA began its financial commitment to 

the S02 Control Symposium, a technical conference that continues today. Third, in March 1974 

the EPA contracted with PEDCo-Environmental Consultants, Inc. to evaluate the status ofFGD 

technology in the U.S. on a bimonthly basis (Devitt, Isaacs, and Laseke, 1976). These FGD 

evaluations continued into the late 1980s. Fourth, the EPA engaged in cooperative research and 

demonstration activities with utility/vendor teams and in 1975 signed a Memorandum of 

Understanding with the recently formed Electric Power Research Institute (EPRI, founded in 

1973) to "facilitate sharing of technical information and cooperation of R&D projects (Gage, 

1976)." Finally, the Federal Nonnuclear Energy Research and Development Act, passed in 

December 1974, provided the legislative authorization for the EPA's energy/environmental 

control technology program, which was to be particularly important in conducting S02 control 

research in the late 1970s (Zimmerman et. al., 1980). 

Government actions in the 1970-76 period centered around the 1970 CAA, which 

spawned litigation, legislation, and research. Both the 1970 CAA and the 1971 NSPS were 

flexible regarding the viable technological alternatives for attainment for both existing and new 

24 This plan included increasing stack height to dilute emissions, periodic shutdowns when S02 levels were high, 
and burning low-sulfur or cleaned coal when health hazards existed. 
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sources of S02, and a number of technological strategies were pursued during this time. The 

stringency of the NSPS and the limited availability of coal emitting less than 1.2 pounds of S02 

per MBTU, however, provided a particularly strong incentive for the development ofFGD 

technology. The tight deadline for attainment of primary S02 emissions standards - May 31, 

1975- also provided a profit incentive for FGD vendors to expand their commercial capabilities. 

Other Actions by the Industrial-Environmental Innovation Complex 1970-76 

By the time of the promulgation of the S02 NSPS in 1971, only three commercial 

scrubber units were operating on power plants in the United States. The oldest of these would be 

discontinued later that year (Ackerman and Hassler, 1981 ). The next five years, however, saw 

the total number of commercial scrubber units grow by a factor of ten. 

In order to understand the market forces operating on the S02 industrial-environmental 

innovation complex, it is important to keep in mind the 1970 CAA division of sources into the 

categories of"existing" and "new and modified." In general, "new" FGD units accompany the 

construction of new coal-fired utility boilers, while "retrofit" FGD units are constructed on 

existing boilers. Figure 2.4 shows the number of new utility-operated coal-fired steam turbine 

units brought online between 1970 and 1976. This is the market background for new FGD units, 

particularly after the 1971 NSPS. Figure 2.5 shows the total number of commercial FGD units 

brought online between 1973 and 1976, broken down into the realized categories of new and 

retrofit construction. By comparing the two datasets underlying these figures, it appears that 

10% of the new coal-fired boilers brought online between 1973 and 1976 had new FGD units. 

Retrofit FGD technology accounted for 72% of total FGD unit installation between 1973 and 

1976 and was thus the driver of the utility FGD market. This is despite the construction of 

significant numbers of new coal-fired boilers after the 1971 NSPS and despite the fact that 
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retrofit technology was generally 25-30% more expensive than new technology during the 1970-

76 period (Ackerman and Hassler, 1981, p. 135). 

FIGURE 2.4 

Number of New Utility-Operated Coal-Fired Steam Turbine Units in 1970-76 
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Source: Adapted from Energy Information Administration (1996) 

Notes: The year of commercial operation is the year that control of the unit was turned over to 
the dispatcher. Includes all units active since 1970. 
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FIGURE 2.5 

U.S. Scrubber Market, 1973-76 
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Source: Adapted from Soud (1994) 

ESI Retrofit FGD Units 

II New FGD Units 

The predominant type ofFGD technology in 1970-76 was wet lime/limestone, but some 

utilities during this period had begun to investigate less expensive spray dryers. In addition, a 
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few commercial regenerable processes were installed in the early 1970s (Devitt, Isaacs, and 

Laseke, 1976; Mcilvaine, 1990). According to a 1976 overview ofFGD technology by PEDCo-

Environmental Consultants, Inc., S02 removal efficiencies ranged from 40 to 90% during the 

1970 to 1976 period. FGD technology had been installed during this period on units varying 

both in size- from 30MW to 800MW- and in the sulfur content of coals consumed?5 The 

PEDCo-Environmental Consultants, Inc. overview also noted that 

(1) More systems are being installed to meet state standards that are more 
stringent than NSPS levels. (2) More systems are being installed on low sulfur 
coal vs. high sulfur coal applications. (Devitt, Isaacs, and Laseke, 1976, p. 18). 

The number of scrubber vendors increased greatly during the 1970-76 period and 

throughout the 1970s. In 1971, only one scrubber vendor was in the utility FGD market. In 

1972, two firms were in the market. A year later, seven vendors (Peabody International, 

Combustion Equipment Associates, Chemica, Research-Cottrell, Combustion Engineers, Davy 

Powergas, and UOP) "stated that they are now prepared to offer full scale commercial systems 

(Quarles Jr. et. al., 1974, p. 32)." In 1974, there were ten such vendors, in 1977 there were 

thirteen such firms, and in 1978 there were fourteen scrubber vendors in the FGD market. By 

the end of the 1970s, sixteen U.S. firms supplied FGD systems to utilities, as did the U.S. 

government agencies of TVA and the Department oflnterior's Bureau ofMines. The foreign 

firms Chiyoda International, Davy Powergas, and Mitsubishi International Heavy Industries Ltd., 

also served the U.S. utility FGD market by the end of the 1970s. 

Table 2.2 lists the sixteen U.S. scrubber vendors and shows relevant acquisition 

information for these firms. They are listed in order of their year of entry into the domestic 

25Coals with 0.4-1.0% sulfur were considered "low" and 6.0% sulfur were considered "high" in these years. 
Perceptions of low and high sulfur coals varied over time with overall sulfur percentages dropping for both types of 
coal. Coals with 2.6% sulfur are now considered high sulfur. 
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utility FGD market. The major line of business of most of these firms was not air pollution 

control. In fact, air pollution control activities were major lines of business of only American 

Air Filter (before its acquisition by Allis-Chalmers), Combustion Equipment Associates, 

Peabody International, and Research-Cottrell. Only Research-Cottrell realized more than 50% of 

its total sales revenues from air pollution control equipment (Zimmerman et. al., 1980, pp. 4-10). 

TABLE 2.2 

U.S. Firms Entering Domestic Utility FGD Market in the 1970s 

Firm Name (1980 Parent Corporation Year of Entry Year of 
in Parentheses) into Domestic Purchase by 

Utility FGD Parent 
Market Corporation 

Combustion Engineering 1971 NA 
Buell (Envirotech) 1972 1972 
American Air Filter (Allis-Chalmers) 1974 1978 
Babcock & Wilcox (J. Ray McDermott) 1974 1978 
Combustion Equipment Associates 1974 NA 
Peabody International 1974 NA 
Research-Cottrell 1974 NA 
Riley Stoker (Riley Co.) 1974 1971 
UOP (Signal Companies, Inc.) 1974 1969 
United Engineers (Raytheon Co.) 1974 1978 
Chemica (Envirotech) 1976 1976 
FMC Corporation 1977 NA 
Pullman Kellogg (Pullman, Inc.) 1977 1944 
Wheelabrator- Frye 1977 NA 
Western Precipitation (Joy 1978 NA 
Manufacturing) 
Rockwell International 1979 NA 

Source: Adapted from Zimmerman et. al. (1980) 

As indicated by the acquisition information in Table 2.2, a number of large diversified 

corporations entered the utility FGD market during the 1970s in what was "perceived to be a 

booming market (Zimmerman et. al., 1980, pp. 4-8)." Unfortunately, as Table 2.3 indicates, this 

market exhibits relatively low profitability as compared to the S&P 400, although data show that 
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profitability was gradually increasing in the industry in the 197 6-78 period. Gross profitability 

was highest for Joy Manufacturing and also rather high for Wheelabrator, two early leaders in 

the dry FGD systems that found quick popularity in low-sulfur coal applications (Mcilvaine, 

1990; Zimmerman et. al., 1980, pp. 4-22). In addition, the FMC Corporation demonstrated 

consistently good performance. The volatility of the FGD equipment and services industry, 

indicated in the large number of acquisitions in this period, ultimately caused Riley, American 

Air Filter, and Combustion Equipment Associates to drop out of the business (Mcilvaine, 1990). 

TABLE2.3 

Profitability Ratios of the Utility FGD Industry as Compared to 
Standard & Poor's 400 Industrials, 1976-78 

Firm Name Gross Profitabilitya Net Profitabilityb 
(% of Revenues) (% of Revenues) 

1976 1977 1978 1976 1977 1978 
Combustion Engineering 7.7 7.9 8.8 3.0 3.3 3.4 
Buell, Chemica (Envirotecht 7.1 6.3 3.6 3.8 3.1 1.2 
American Air Filter (Allis-Chalmers) c 9.9 10.4 11.3 3.5 3.6 4.3 
Babcock & Wilcox (J. Ray McDermott) c NA NA 9.3 NA NA 3.0 
Combustion Equipment Associates 14.4 12.6 Loss 7.0 8.0 Loss 
Peabody International 9.3 9.3 10.1 3.9 4.0 4.3 
Research-Cottrell 6.6 7.9 7.5 2.7 3.4 3.7 
Riley Stoker (Riley Co.) c 6.0 4.6 4.9 2.3 2.9 3.1 
United Engineers (Raytheon Co.) c 7.9 8.6 9.1 3.5 4.0 4.6 
UOP (Signal Companies, Inc.) c 9.2 9.5 9.4 2.5 3.3 3.3 
FMC Corporation 12.4 12.4 10.9 5.3 5.5 4.8 
Pullman Kellogg (Pullman, Inc.) c 2.2 2.6 4.0 1.5 1.6 2.5 
Wheelabrator- Frye 9.1 10.4 10.5 4.6 4.7 5.1 
Western Precipitation (Joy Manufacturing) c 17.4 16.0 14.3 7.5 7.1 5.5 
Rockwell International 6.9 7.1 9.0 2.3 2.5 3.7 

S&P 400 Industrials 14.4 14.2 NA 5.3 5.1 NA 

Source: Adapted from Zimmerman et. al. (1980, 4-24,5) 
a Gross profitability, as percentages of revenues, is defined as revenues less operating costs but before depreciation, 
interest, and taxes. 
b Net profitability, as percentage of revenues, is defined as revenue less operating costs, depreciation, interest, and 
taxes but before extraordinary items. 
c Parent corporation in parentheses. 
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The large number of subsidiary firms in the FGD market and the small number of firms 

with air pollution control as the major line of business makes economic analysis difficult, 

especially for R&D expenditures. Nevertheless, Table 2.4 provides a snapshot of R&D budgets 

for the four companies whose major line of business was air pollution control in order to indicate 

the approximate level of R&D being conducted by scrubber vendors in the late 1970s?6 

TABLE2.4 

1976-79 R&D Expenditures by Utility FGD Suppliers with Major Business Area 
of Air Pollution Control Equipment 

1976 1977 1978 1979 
American Air Filter 2,801 3,547 Acquired Acquired 
Combustion Equipment Associates 800 993 1,002 1,246 
Peabody International 1,700 2,100 2,400 2,700 
Research-Cottrell 3,772 3,225 4,168 3,638 

Source: Adapted from Zimmerman et. al. (1980, p. 4-28) 

Notes: Units in thousands of (assumed) 1980 Dollars. For American Air Filter and Research
Cottrell, customer-sponsored research, development, and demonstration projects were 
undertaken. 

Analysts believed at the time that these R&D expenditures were not as large as they would be in 

a strictly market-driven industry. A National Research Council Study on R&D in the EPA 

published in 1977 explained this view: 

The current set of legislative mandates to EPA ... does not take full advantage of 
self-interest by instituting incentives for private parties to perform research, 
especially on pollution control technology.... Some legislation may even have 
the effect of discouraging private research initiative. As a consequence, the 
government is forced to conduct research that might be more efficiently 
performed in the private sector. ... The validity of research conducted by EPA to 
support its decision-making will always be suspect merely because the agency is 
... in the adversary process of regulation and standard setting (Zimmerman et. al., 
1980 3-19' 3-20). 

26 This business line is typically dominated by particulate control equipment. 
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The R&D being conducted by various actors in the S02 industrial-environmental 

innovation complex in the 1970-76 period focused in large part on the reliability problems 

experienced by scrubber users. Table 2.5 summarizes the major reliability problems of scrubbers 

operating during this period, as detailed in an important EPA hearing on power plant compliance 

with so2 air pollution regulations. 

TABLE2.5 

Observed Technical Problems in Early Scrubbers 

Problem Comm.Ed. Mitsui Chemico EPA Shawnee K.C.P&L Louisville G&L 
Will County Plant La Cygne Paddy's Run 

Chemical Scaling Minor No No Minor No 
Demister Pluggage Yes No No Yes No 
Wet/Dry Pluggage No No No No No 
Erosion/ Yes No Minor Yes No 
Corrosion 
Reheater Problems Yes No No Yes No 
Mechanical Yes No No Yes Minor 
Problems (Fans, 
pumps, dryers, 
etc.) 
Start-up Date Feb. 1972 Mar. 1972 Apr. 1972 Feb. 1973 Apr. 1973 
Process Limestone Lime Limestone & Limestone Limestone 

Lime 
Oil or coal Coal Coal Coal Coal Coal 
Size, MW 156 156 3*10MW 840 70 

Source: Testimony at hearing on power plant compliance with S02 regulations conducted 
between October 18, 1973 and November 2, 1973 by the EPA (Quarles Jr. et. al., 1974, p. 35) 

In addition to these problems, sludge disposal was widely recognized by diverse S02 industrial-

environmental innovation complex actors at this hearing as a significant problem with potential 

implications for the environment (Quarles Jr. et. al., 1974, p. 51). 

According to PEDCo-Environmental Consultants, Inc., by 1976, performance ofunits 

had improved to the point that the average operability of scrubber units ranged "from about 80-

95% depending upon the system and the averaging period (Devitt, Isaacs, and Laseke, 1976, 
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p.24)."27 Other technological improvements by 1976 were in increased limestone utilization and 

sludge oxidation for more effective waste disposal. The TV A reported in 197 6 on some of the 

lime and limestone technological developments that had recently occurred. 28 These changes 

included sludge fixation; a growing tendency for utilities to increase scrubber redundancy and 

sparing as insurance for reliability problems; the use of spray towers in place of mobile-bed 

scrubbing devices; and measures to promote increased operating reliability (McGlamery et. al., 

1976, p. 88). 

Besides these changes in scrubber design, EPRI, which had started its own R&D program 

for FGD in 1974, called on the utility industry in 1976 to institute some changes in scrubber 

operations. To maximize reliability, EPRI stated that "utilities must assume responsibility to 

make the scrubber system work." According to EPRI, assuming responsibility meant having a 

qualified staff of"chemists as well as mechanical and chemical engineers," not depending on 

process guarantees and fixed-cost contracts, and giving "the scrubber operating and maintenance 

priority equal to all other power station systems (Nannen andY eager, 1976, p. 112)." 

In summary, the 1970-76 period was one of great activity in the S02 industrial-

environmental innovation complex. As the S02 control market grew rapidly, many firms either 

entered the utility FGD market or acquired existing entrants. Although FGD vendors as well as 

utilities -particularly through EPRI - initiated R&D efforts during this time period, the EPA's 

legislative mandate was recognized by contemporaneous observers to have provided only a 

limited incentive or even a disincentive for private rather than public R&D. The technological 

successes ofboth types of R&D helped to improve reliability, limestone utilization, and waste 

27 Operability, or the hours the FGD system was operated divided by boiler operating hours in the period, was the 
most commonly reported variable representing scrubber reliability due to data availability. 
28 There had not been as many noteworthy developments in regenerable processes. 
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disposal in the 1970-76 period, although a considerable amount of progress in FGD technology 

was still to occur. 

1977-1989 

Government Actions 1977-89 

The 1977-89 period was characterized by competing goals and needs that affected 

government actions relevant to the so2 industrial-environmental innovation complex. 

Competition between national environmental, energy, and economic priorities on the one hand, 

and competition between regional economic goals and interests on the other, particularly defined 

the legislative climate and associated implementation regulations and research budgets during 

this period. 

The 1977 Clean Air Act Amendments (1977 CAA), with their associated New Source 

Performance Standards (1979 NSPS), were products of conflict between the environmental, coal 

industry, and utility industry lobbies, and uncertainties within the EPA itself Enacted August 8, 

1977 after a two-and-a-half year legislative process, the 1977 CAA benefited both these lobbies 

in different ways. The 1977 CAA benefited environmentalists interested in S02 emissions 

reduction by (1) codifying Prevention of Significant Deterioration review, (2) requiring 

continuous emission controls in light of emerging concerns about the long-range transport of 

sulfates, and (3) extending EPA's regulatory domain to include industrial boilers below 250 

MBTU (Bailey, 1998, p. 190; Train, 1976, p. 5). The amendments benefited polluting 

organizations by (1) extending deadlines for industrial polluters, states, and cities with 

particularly acute air pollution problems to achieve emissions reductions and (2) granting new 
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source building rights in non-attainment areas for NAAQS as long as "best available control 

technology" (BACT) was installed?9 

The 1977 CAA also satisfied an unlikely alliance between environmentalists and the coal 

industry. In its Section Ill it directed the EPA to implement, within one year, a new NSPS for 

S02 emissions based on a percentage reduction from levels that sources would emit in the 

absence of control technology (Findley and Farber, 1992, p. 1 05). This percentage reduction 

provision was intended to promote the universal use of scrubbing technology (Ackerman and 

Hassler, 1981, p. 3 7). Environmentalists were interested in scrubbers to cut new plant emissions 

below 1.2 pounds per MBTU, while the coal lobby wanted the 1.2 level maintained but the S02 

reductions to come from control technology so that high sulfur coal could supply the new power 

plant market. Despite the scrubber promotion of section Ill, a subsection (h) kept the 

legislation from being absolutely "technology-based" since "the subsection denies the 

administrator the authority to require a particular 'design, equipment, work practice, or 

operational standard (Ackerman and Hassler, 1981, p. 51)."' 

Although section Ill directed the EPA to implement a new NSPS for S02 emissions by 

August 1978, intra- and inter-agency conflict stymied the development of the final NSPS until 

June 1979. At issue was how stringent the percentage standard would be and what it would 

mean for FGD technology. In late falll977, EPA's Office of Air, Noise, and Radiation (OANR) 

circulated a recommendation for a "full scrubbing" regulation. Besides requiring all coal 

burning plants to meet both the old 1.2 pound per MBTU limit, the OANR regulation would 

require the removal of 90% of the S02 released by coal combustion, which was the highest 

removal efficiency state-of-the-art FGD could achieve at the time (hence the term "full 

29 EPA Administrator Russell Train had announced on May 30, 1975 that thirty-four of the nation's 247 air quality 
control regions would be unsuccessful in meeting primary NAAQS for S02 emissions (Bailey, 1998, p. 184). 
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scrubbing") (Ackerman and Hassler, 1981, p. 80). At about the same time, the EPA's Office of 

Air Quality, Planning, and Standards (OAQPS) began working on a computer model to compare 

the OANR plan versus a "partial scrubbing" alternative in which some scrubbers would be 

allowed to scrub at percentages lower than 90% in order to reduce operating and maintenance 

costs (Ackerman and Hassler, 1981, p. 82). The Department ofEnergy (DOE), which had been 

established in October 1977 to take responsibility for coordinating a comprehensive national 

energy plan, strongly supported the OAQPS partial scrubbing option as better for the nation's 

. d d 30 energy m epen ence. 

The EPA was slow to resolve the full versus partial scrubbing options. In July 1978, it 

became clear that the EPA would not meet the statutory deadline on the S02 NSPS. At this time, 

the Sierra Club obtained a court order to ensure that the EPA decision was made by June 1979. 

On September 19, 1978 the first EPA proposal on the NSPS -based on the OANR plan, but 

leaving the full versus partial scrubbing issue unresolved- was published in the Federal Register 

(Ackerman and Hassler, 1981, pp. 85-7). By January 1979, opinion within the OAQPS centered 

on reducing the emissions ceiling from 1.2 pounds per MBTU to 0.55 pounds per MBTU. This 

ceiling is the equivalent of requiring an 86.25% emission reduction for high sulfur coals of 4 

pounds per MBTU, since it would allow the emission of 13.75% of the S02 per MBTU 

combusted, or 0.55 pounds per MBTU. The 0.55 ceiling would force the use of some type of 

control technology, since no coal could achieve this goal alone without technological assistance. 

This ceiling would force technology at greater advantage to environmental interests and, since 

partial scrubbing was cheaper than full scrubbing, at lower costs to utilities and other polluters 

30 The Department of Energy Organization Act brought together into a cabinet level department such federal 
govermnent energy-related organizations the Energy Research and Development Administration, the Federal Energy 
Administration, and the Federal Power Commission (Zimmerman et. al., 1980, p. 3-23). 
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than the OANR plan (Ackerman and Hassler, 1981, pp. 89-90). Eastern coal interests, however, 

objected to the 0.55 ceiling. The National Coal Association presented an estimate that a 0.55 

limit, assuming scrubber removal efficiencies of 85%, would preclude the burning of 7 5-100% 

of the coal produced in Ohio, Illinois, Indiana, northern West Virginia, and western Kentucky 

(although the organization had transparently excluded major eastern zones oflow sulfur coal) 

(Ackerman and Hassler, 1981, p. 99). Congressional concern based on this presentation was 

impossible for the EPA Administrator to ignore in April and May 1979, especially since the 

Senate Majority Leader was Robert Byrd of coal-producing West Virginia. 

The ultimate solution to the NSPS for S02 lay in dry scrubber technology. Research 

indicated that dry scrubbers could operate more cheaply than conventional wet scrubber 

technology at removal efficiencies of70% or less. In April1979, the EPA began modeling runs 

based on cost estimates of the dry scrubber, and in June 1979, the EPA finally issued the new 

NSPS for S02, which set a "wet-scrubbing/dry-scrubbing sliding scale" of 1.2 pounds per 

MBTU with a 90% reduction, or 0.6 pounds per MBTU with a 70% reduction (Almand Curham, 

1984, p. 108). Under this sliding scale, models showed costs to be far lower than the full 

scrubbing option ofOANR, with S02 emissions almost as low as in the 0.55 ceiling OAQPS 

plan (Ackerman and Hassler, 1981, p. 101). This regulation was challenged in court on the basis 

that it did not meet the statutory command to require in all situations "the best technological 

system of continuous emissions control." But the regulation was upheld, and subsequently made 

the practice of fuel switching to lower sulfur coals insufficient to obtain compliance with the 

NSPS. 

Concern about fuel switching, from eastern high-sulfur coal to western low-sulfur coal, 

and from oil and natural gas to coal and synthetic fuels, was at the heart of not only much of the 
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conflict related to the 1977 CAA, but also of competing interests between the EPA and the DOE. 

Two major energy acts, the National Energy Act of 1978 and the Energy Security Act of 1980, 

demonstrate the changing perception of optimal fuel choices in support of the national goal of 

reducing dependence on foreign oil. The five pieces of legislation that composed the earlier bill 

promoted the use ofU.S. coal, as had the earlier Energy Supply and Environmental Coordination 

Act. The several pieces of legislation that comprised the later bill, however, attempted to tum 

"energy policy away from conventional resources and toward the development and promotion of 

synthetic oil and gas derived from coal, oil shale, and tar sands (Laitos and Tomain, 1992, p. 

425)." In addition, the Energy Security Act of 1980 also promoted renewable resources and 

conservation. 

Whereas the EPA's involvement in air pollution research, development, and 

demonstration (RD&D) stemmed primarily from its role in the CAA, the DOE's involvement in 

air pollution RD&D began to grow in the late 1970s due to its promotion of environmentally 

acceptable coal use either through direct combustion or in synthetic fuels creation. Although in 

1979, the EPA was still the "principal federal participant in the [RD&D] of air pollution control 

technologies;" by 1985 that role had shifted to the DOE (Zimmerman et. al., 1980, p. 3-3). One 

of the first indicators of that shift was the transfer in fiscal year 1979 of much of the FGD 

component of the EPA's Energy/Environmental Control Technology program to the DOE Fossil 

Energy Research Program (FERP) Advanced Environmental Control Technology program 

(Zimmerman et. al., 1980, pp. 3-7, 3-33).31 Table 2.6 and Table 2.7 show the changing RD&D 

budget situation for the EPA, DOE, and other entities involved in research on S02 abatement 

from stationary sources in 1977 to 1985. 

31 In 1979, the EPA Energy/Enviromnental Control Technology program was planned, reviewed, and implemented 
cooperatively between EPA and DOE. 
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TABLE2.6 

1977 81 F d I G - e era overnmen tB d t u tge san dE xpen d"t 1 ures ~ A. P II f C t I RD&D or 1r 0 U lOll on ro 
1977 1978 1979 1980 1981 

Actual Bdgtd Actual Bdgtd Actual Bdgtd Actual Est. 
EPA Air Pollution Control 

Ind. Processes: Air Quality 6,586 500 5,691 5,000 3,989 4,050 4,099 
Energy/Env. Control Tech. 

Fuel Proc., Prep., & Adv. 18,700 18,150 21,360 11,167 12,598 12,822 18,537 
Combustion 
Flue Gas SOx Control 4,940 3,200 11,604 2,099 3,054 1,889 3,514 
NOx Control 9,740 10,100 21,275 14,850 13,879 13,815 12,484 
Flue Gas Particulate Control 3,550 3,900 14,183 9,889 9,392 8,000 8,040 
Total 43,516 40,350 74,113 43,005 42,912 40,576 46,674 

EPA Energy 
Coal Cleaning 4,500 4,360 8,110 1,469 1,325 1,213 
Fluidized Bed Combustion (FBC) 5,930 6,000 5,040 3,309 4,354 4,925 
Adv. Oil Processing 2,660 1,200 1,950 755 428 -

Syn. Fuels 5,610 6,590 6,260 5,634 6,491 6,487 
Biomass Conversion - - - - - 147 

Total 18,700 18,150 21,360 11,167 12,598 12,822 18,537 
DOE Env. Engineering 

Coal 4,100 4,900 4,735 4,743 5,826 
Nuclear 4,000 6,500 5,950 3,895 5,055 
Oil Shale 200 800 773 819 1,431 
Petrol. & Gas 2,400 3,300 3,287 7,897 8,407 
Solar, Etc. 800 1,300 1,432 1,406 1,491 
Total 11,500 16,800 16,177 18,760 22,210 

DOE FERP: Coal Prep. 5,020 2,371 12,650 11,000 
DOE FERP: Adv. Env. Cont. Tech. 

Flue Gas Cleanup 
Adv. FGD 600 8,300 9,000 
Combined FG Cleanup 1,300 5,700 6,000 
Wet Limestone FGD 800 6,050 6,000 
Subtotal 2,700 20,050 21,000 

Gas Stream Cleanup 
Fuel Cell Cleanup - 1,400 3,000 
Process Mod. 1,000 2,000 2,000 
Turbine Cleanup 1,400 7,000 8,000 
Subtotal 2,400 10,400 13,000 

Tech. Support 1,900 7,000 8,000 
Cap. Equip. - 800 500 
Total 7,000 38,250 42,500 

DOE FERP: Combst. Sys. Program 
Atmospheric FBC 24,500 23,600 25,900 22,800 
Pressurized FBC 15,229 14,234 15,000 21,400 
Adv. Combst. Tech. 13,036 7,342 4,950 2,000 
Alt. Fuel Utilization 1,915 9,400 2,500 22,000 
Combst. Sys. Demo. Plants 11,000 - 2,500 -
Cap. Equip. 465 573 - 300 
Total 66,145 52,149 50,850 68,500 

Source: Adapted from Zimmerman et. al. (1980, p. 3-9) 

Notes: Units are in thousands of(assumed) 1980 dollars. In 1981, only estimated figures are available for this 
budgetary breakdown due to limitations in the source data. 
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TABLE 2.7 

1981 85 E d"t ~ A" P II f C t I R&D 1981 85 - xpen 1 ures or 1r 0 U lOll on ro ' -
DOE EPRI EPA TVA GRI As soc- States Private 

iations Cofndg 

Fuel & Feedstock Prod. Tech. 229,220 
Coal Prep. 36,739 3,994 3,974 13,798 
Coal Mixtures/ Alt. Fuels 27,242 730 24 9,742 
Liquefaction 302,108 8,899 470,233 
Surface Gasification 223,069 40,500 112 2,879 212,972 
Underground Gasification 35,633 4,400 768 5,042 

Power & Energy Producing 239,625 
Technologies 

AFBC 21,059 82,610 1,354 4,093 46,312 
PFBC 69,260 15,861 
Fuel Cells 179,308 178 63,300 652 65,465 
Magnetohydrodynamics 177,961 6,913 
Heat Engines 67,469 343 8,383 

Environmental Pollution 
Reduction Technologies 

Flue Gas Cleanup 50,477 19,000 24,824 19,737 2,376 21,542 
Gas Stream Cleanup 45,832 40,300 303 9,938 913 
Advanced Combustors 7,723 200 499 1,187 6,998 

Cross-Cutting R&D 
Coal Waste Management 19,134 1,884 1,700 532 14,629 
Adv. Research & Tech. 213,744 4,900 603 5,115 82,057 
Development 

Subtotals 
Clean Coal R&D 798,583 239,625 59,300 113,512 42,200 2,078 25,003 358,063 
Other Coal 578,175 229,220 178 72,600 2,023 14,014 622,797 

Total 1,476,753 468,845 59,300 113,690 114,300 25,101 39,017 980,860 

Source: Adapted from U.S. Department of Energy, Office of Fossil Energy (1987, p. 39) 

Notes: Units are in thousands of (assumed) 1987 dollars. "Other coal" includes liquefaction, underground 
gasification, fuel cells, and elements of advanced research and technology development. GRI stands for the Gas 
Research Institute. 

EPA's R&D focus shifted from wet FGD improvements in the mid-1980s to low-cost dry 

technologies such as the spray dryer, lime/limestone injection with multistage burners, advanced 

calcium silicate injection, and electrostatic precipitator sulfur oxides removal. The main impetus 

for this work was the "anticipation of a major U.S. acid rain retrofit program being considered by 

Congress (U.S. Environmental Protection Agency, 1995, p. 4)." The DOE, in the meantime, 

continued to sponsor some wet FGD work. In December 1985, the DOE added to its existing 

coal-based environmental research efforts a major new program called the Clean Coal 

Technology Demonstration Program (CCT). 
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This $2.5 billion program was enacted largely through the efforts of Senator Robert Byrd 

of West Virginia in order to keep coal research alive after the demise of the Synfuels 

Corporation. The program, which is expected to run until2004, partnered DOE research with 

that of various industries to demonstrate advanced "clean" coal technologies at a scale large 

enough for the market to judge their commercial potential. Industries provided over 50 percent 

of the cost of the CCT demonstrations and also played a major role in project definition and in 

ensuring eventual commercialization. The program has been implemented through a series of 

project selections in response to nationwide competitive solicitations known as Program 

Opportunity Notices (PON) with different levels of government funding and objectives (U.S. 

Department of Energy, Assistant Secretary for Fossil Energy, 1996, p. 2-1). Table 2.8 provides a 

snapshot of the status of the CCT program selection process as of December 31, 1995. 32 As was 

the case with earlier funding by the DOE of air pollution control R&D, the CCT projects have 

not been limited in their focus to so2 emissions reductions alone. 

TABLE2.8 

CCT Project Selection Process Summary 

Solicitation PON Issued Proposals Projects Selected Projects in CCT 
Submitted Program by 

12/31/95 
CCT-1 February 17, 1986 51 17 8 
CCT-11 February 22, 1988 55 16 11 
CCT-III May 1, 1989 48 13 13 
CCT-IV January 17, 1991 33 9 6 
CCT-V July 6, 1992 24 5 5 

TOTAL: 211 60 43 

Source: (U.S. Department ofEnergy, Assistant Secretary for Fossil Energy, 1996, p. 2-1) 

32 57% of the projects had completed operations by the end of fiscal year 1998 (U.S. Department of Energy, 
Assistant Secretary for Fossil Energy, 1999). 
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One of the reasons for the shift in air pollution R&D preeminence from the EPA to the 

DOE was the success ofPresident Ronald Reagan's deregulation agenda in cutting EPA's 

operating budget by more than one-third between 1981 and 1983, with resulting personnel losses 

of20% (Vig and Kraft, 1990, p. 38). The EPA budget never returned to the pre-1980 level 

throughout the 1980s. The DOE, meanwhile, did not suffer as much during this period even 

though President Reagan had pledged to abolish the DOE and the Solar Energy Research 

Institute, as well as to dismantle the United States Synthetic Fuels Corporation established under 

the Energy Security Act of 1980 (Laitos and Tomain, 1992, pp. 426-7). 

The conflict between President Reagan's anti-government supporters and pro

environment legislators was also a contributing factor to the dearth of legislation passed in the 

1980s to regulate S02 emissions, although conflicting environmental, industry, and coal interests 

were still the greatest barriers to government action. Acid rain had become the prominent 

concern about S02 emissions by 1980, prompting the passage of the Acid Precipitation Act of 

1980 which established the U.S. National Acid Precipitation Assessment Program (NAPAP). 

The NAPAP program ultimately spent $500 million by the time it published in 1990 "the 

definitive scientific and technical synthesis" on acid precipitation (Irving, 1990). Other than the 

establishment ofNAPAP, however, Congress was unable to pass any legislation on acid rain 

throughout the 1980s despite high-level lobbying by the Canadian government. 

This stalemate did not reflect a lack of effort in Congress, particularly by congressional 

representatives of northeastern states, which suffered more from acid rain than other parts of the 

country. In 1982 and 1984 the Senate reported legislation out of committee that would mandate 

S02 emissions reductions to curb acid rain (Bailey, 1998, pp. 218, 220). In 1986 the House 

reported a bill out of subcommittee that would provide for a "phased reduction in the emissions 
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that caused acid rain and sought to reduce the financial burden on the Midwest by imposing a 

national tax on electricity (Bailey, 1998, p. 221-2)." And in 1987, the Senate reported out of 

committee an overhaul of the CAA that would tighten acid rain precursor controls (Bailey, 1998, 

p. 226). With this bill, as with the others, conflict between U.S. regional economic interests 

pertaining to the coal and utility industries precluded further legislative action, as attempts to 

balance these competing interests were unsuccessful. This is evidenced in the case of the 1987 

bill, when a proposal was circulated to have the federal government subsidize the capital cost of 

installing scrubbers. This proposal was included to allay the fears of senators from high-sulfur 

coal producing and consuming regions about the economic impact of S02 controls. Senators 

from western states opposed this proposal, claiming that utilities in their states burned low-sulfur 

coal and "had already installed scrubbers at their own expense (Bailey, 1998, p. 226)." 

By the end of the 1977-89 period, leadership transitions in the Senate and the Executive 

branch of government helped to alter the balance between these competing interests. In addition, 

the long period of study of acid rain and several attempts at producing acid rain legislation set 

the stage for the passage of the 1990 Clean Air Act Amendments, in which the control of acid 

rain was finally dealt with legislatively. 

Other Actions by the Industrial-Environmental Innovation Complex 1977-89 

The U.S. market for FGD grew between 1977 and 1983, then declined between 1983 and 

1989. Figure 2.6 shows the general decline in the number of new utility-operated coal-fired 

steam turbine units brought online between 1977 and 1989. This is the market background for 

new FGD units, particularly after the 1979 NSPS. Figure 2.7 shows the total number of 

commercial FGD units brought online between 1977 and 1989, broken down into the realized 

categories of new and retrofit construction. Note that new FGD units associated generally with 
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new power plant construction dominated the FGD market in the 1977-1989 period, with 69% of 

all FGD units installed in 1977-89 (in contrast to the 28% of all units in the 1973-76 time 

period). The market dominance of new FGD units is important to understand in light of the 

overall decline in new coal-fired unit construction in the utility industry throughout the 1980s. 

By comparing the two datasets underlying these figures, it appears that 60% of the new coal-

fired boilers brought online in these years had new FGD units. 33 

FIGURE 2.6 

Number of New Utility-Operated Coal-Fired Steam Turbine Units in 1977-89 
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Source: Adapted from Energy Information Administration (1996) 

Notes: The year of commercial operation is the year that control of the unit was turned over to 
the dispatcher. Includes all units active since 1977. 

33 There are three years in this time period in which the number of new FGD units listed exceeds the number of new 
coal-fired units listed. This may be due to errors in the data or to a definitional issue in which some "new" FGD 
units actually accompany substantially modified coal-fired utility boilers that are not included in the new utility 
boiler dataset. 
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FIGURE 2.7 

U.S. Scrubber Market, 1977-89 
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II New FGDUnits 

For U.S. scrubber vendors, the decline of the total domestic FGD market after 1983 was 

partially compensated for by a sudden growth in the European FGD market. In 1983 Germany 

adopted a stringent program to control acid rain that resulted in 35,000 MWe ofFGD systems 

being installed in four years, 33% of which were licensed from U.S. companies. Other European 

countries started following Germany's lead in the second half of the 1980s (Mcilvaine, 1990). 

FGD equipment and service organizations experienced some change in the 1977-89 

period, as befits a period of changing demand. Table 2.9, however, shows that the top five FGD 

vendors, in terms of U.S. market share, did not change much during the period. Note that the 

FGD market remained highly concentrated. A number of acquisitions also happened during this 

period, as had occurred in the late 1970s. Particularly noteworthy are the acquisition of 

Combustion Engineering by ABB Environmental Systems (which also purchased the patents of 
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Rockwell International) and the acquisition ofEnvirotech by General Electric Environmental 

Services (GEESI) (Mcilvaine, 1990). 

TABLE2.9 

Top Five FGD Vendors in the U.S. in 1980 and 1989 
Five Leading FGD Market Share ofU.S. Five Leading FGD Market Share ofU.S. 

Vendors (1980) Operating MW (1980) Vendors (1989) Operating MW (1989) 

Envirotech=GEESI 23.2% Combustion 25.2% 
Engineering= ABB 
E.S. 

Combustion 16.3% Envirotech=GEESI 14.3% 
Engineering= ABB 
E.S. 
Research-Cottrell 14.3% Babcock & Wilcox 13.6% 
Combustion 9.7% Wheelabrator 9.3% 
Equipment Associates 
Babcock & Wilcox 9.3% Research-Cottrell 7.9% 
Total Market Share 72.8% Total Market Share 70.4% 

Source: 1980 data from Zimmerman et. al. (1980); 1989 data from Soud (1994) 

Recall from Table 2. 7 that a number of non-governmental actors engaged in air pollution 

control R&D in the early 1980s, including the Gas Research Institute (GRI), EPRI, associations, 

utilities, and scrubber vendors. One of these research activities was of particular importance: 

the 1987 founding of the EPRI High Sulfur Test Center, located at New York State Electric and 

Gas's Kintigh Station. This facility was equipped with wet scrubbers at the bench scale, the 

mini-pilot scale, and the pilot scale, as well as with a spray dryer at the pilot scale and facilities 

for dry duct injection testing. It has generated considerable data on the operating characteristics 

ofFGD systems treating combustion gases from coal of greater than 2% sulfur (Row, 1994, pp. 

301-2). Table 2.10 lists the perceptions ofvarious R&D actors in wet and dry FGD technology 

of the stimuli, methods, and impediments pertinent to their R&D activities in 1980. It serves as 

an important reference for the consideration of this dissertation's central topic, the influence of 

government actions on technological change in so2 control technologies. 
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TABLE2.10 

1980 Perceptions of Stimuli, Methods, and Impediments involved in Technology Development Efforts 

User (Utilities, EPRI) Vendor Government (EPA, DOE) 

Wet Limestone FGD 

Stimuli • CAA (SIP, NSPS) • Market opportunity/profit motive • Necessity of demonstrating technology which 
• Compliance cost reductions • CAA (NSPS, SIP) could achieve standards 
• Presence of EPRI • Cost-effectiveness of technology • Probability of technical success 
• Regulatory impact of acid rain problem • Cost-effectiveness of technology 

R&D • In-house R&D • In-house R&D • Interagency R&D and operation of pilot and 
Methods • Cooperative participation in pilot and full- • Government contracts full-scale demonstrations 

scale demonstrations • Cooperative participation with users-vendors 
• Litigation to change regulations on pilot and full scale demos 

Impediments • Funding • Funding • Uncertainty intra-agency roles 
• Lack of corporate support of R&D • Legal constraints (antitrust laws, patent • Lack of government-industry cooperation re: 
• Legal constraints policies) best sites for demos 
• Rate determination • Regulatory uncertainty 
• Regulatory uncertainty 

Dry FGD Systems 

Stimuli • Complexity/unreliability of existing • Market opportunity/ profit motive • Enhancement of air quality 
technology • Cost-effectiveness oftechnology • Acid rain problem 

• CAA (NSPS) • Relative maturity of technology 
• EPA enforcement intentions • CAA (NSPS) 
• Lack of government R&D • Solicitation from utilities 

• EPA enforcement intentions 
• Patent policies 

R&D • In-house R&D • In-house R&D • Intra- and inter-governmental R&D on 
Methods • Cooperative participation in pilot and full- • Cooperative participation in pilot and full- operation of pilot-scale demonstration 

scale demos with vendors and government scale demos with utilities and government • Cooperative participation with users/ vendors 
• Litigation to change regulations • Government contracts on pilot-scale demos 

Impediments • Funding • Funding • Funding 
• Legal constraints (antitrust laws) • Utility industry inertia • Reluctance of vendors to participate in demos 
• Unce1tainty government-industry roles • Nonapplicability of technology to high-sulfur • Unresolved technical questions 
• Inadequate lead time coal • Uncertainty inter-governmental roles 

• Unresolved technical questions • Political constraints 
• Legal constraints (antitrust laws) 
• Unce1tainty governmental R&D 

Source: (Zimmerman et. al., 1980, pp. 2-2, 2-3) 

Notes: Stimuli include those factors that encourage or facilitate R&D. Methods are the means by which the institutional actor is involved in the R&D process. 
Impediments discourage or present barriers to R&D. 
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The technological changes that occurred in the 1977-89 period increased state-of-the-art 

wet FGD removal efficiencies to 95% and dramatically increased scrubber reliability. A study of 

Ill FGD installations in 1986-88 showed that FGD systems contributed 1% or less to the total 

unavailability factor in 70% of the installations, regardless of retrofit status or bypass capability 

(Rittenhouse, 1992, p. 23 ). Chief among the technological changes behind these improvements 

was the development of a better understanding of scrubber process chemistry, which led to the 

development of the limestone forced oxidation and inhibited oxidation processes. Other 

technical developments in this time period included: the development of chemical additives to 

increase the performance of the scrubber sorbent; the improvement of scrubber construction 

materials; and the reduction of limestone particle size to improve gas-liquid contact. The 

development of chemical additives was of particular importance. The addition of organic acids, 

such as dibasic and adipic acid, to the scrubber sorbent can improve S02 removal efficiencies, 

reduce the required liquid-to-gas ratio, reduce scaling, improve sorbent utilization, and improve 

waste-handling characteristics (Irving, 1990, p. 25-138). By the end of the 1977-89 period, 

organic acids had only been added to existing scrubber facilities in the U.S., although in 

Germany they had already begun to be used in new scrubber design. 

By the end of the 1977-89 period, a considerable amount of experience had been gained 

in constructing and operating FGD units. A better understanding of process chemistry developed 

in this time period, which dramatically improved scrubber reliability and increased removal 

efficiencies to 95%. While the scrubber itself changed in these years, the major firms selling 

these scrubbers did not change considerably. The main FGD equipment and services firms 

remained the same between 1977 and 1989, although the U.S. market fluctuated and foreign 

markets became more important to the industry. 
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1990-99 

Government Actions 1990-99 

Government actions on S02 emissions control in the 1990-99 period focused almost 

entirely on the provisions of the 1990 Clean Air Act Amendments (1990 CAA) pertaining to acid 

rain control. Although the 1990 CAA' s establishment of a new permitting system for stationary 

sources in Title V was of interest to the S02 industrial-environmental innovation complex, the 

Title IV program for Acid Deposition Control was of particular interest because it legislated a 

national cap on S02 emissions. The emissions trading system implemented to meet this cap was 

instituted in two phases, with several intermediary deadlines and exceptions built into the law. 

This trading system provided new flexibility for utilities to comply with S02 reduction 

requirements for existing sources, including switching to lower sulfur fuels and trading emission 

allowances. 

The 1990 CAA had precursors in both the 1987 draft bill to reform the CAA (as 

mentioned previously) and in the presidential campaign of 1988. In August 1988, presidential 

candidate George Bush promised to "cut millions of tons ofS02 by 2000 (Bailey, 1998, p. 229)." 

On June 12, 1989, President Bush's proposals to reform the CAA were released. One of the 

three main goals of the proposal was to combat acid rain; to do so, Bush called for a system of 

tradable permits to control so2 emissions, which would be reduced by 10 million tons by 2000. 

These proposals progressed through Congress, with some political compromises and the 

shortening of deadlines in the administration's proposal by one year, until the 1990 CAA was 

enacted into law on November 15, 1990. 

As passed, the 1990 CAA acid rain provisions in Title IV establish an S02 allowance 

emissions "cap and trade" program for existing and new units (see Environmental Law Institute, 
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1994). Under this program, U.S. S02 emission levels will be capped permanently in 2010 at 

about half of industry-wide 1980 emission levels, or 8.95 million annual tons (U.S. 

Environmental Protection Agency, Office of Air and Radiation, Acid Rain Division, 2000). This 

emissions cap will be accomplished gradually through phases in which first, a subset of existing 

plants reduce their emissions, and then the industry overall meets a cap that is less stringent than 

the ultimate cap. In Phase I of the program, which lasted between January 1, 1995 and 

December 31, 1999, the subset of plants targeted for emissions reductions included 261 utility 

units specifically required to participate ("Table A Units"). 34 These units were to be limited to 

an aggregate rate of2.5 lb/MBTU (note the relative laxity of this standard when compared to the 

NSPS emissions ceiling of 1.2 lb/MBTU). Phase I also included 125 utility units that elected to 

participate as part of multi-unit compliance plans, as well as ten other units that opted into the 

program.35 In 1999, the emissions target established by the program for the 398 participating 

units was 6.99 million tons (U.S. Environmental Protection Agency, Office of Air and Radiation, 

Acid Rain Division, 2000). In Phase II of the program, which takes place between 2000 and 

2009, the nationwide cap for all utilities with a capacity greater than 25 megawatts (over 2100 

total units), will be 9.48 million tons (or an aggregate of 1.2lb/MBTU). It is currently estimated 

that an additional 500 new units will be built in the next two years that will be subject to Phase II 

34 The Table A generating units required to participate were from 110 plants in twenty-one eastern and midwestern 
states, and included all units with a capacity of at least 100 MWe and a 1985 S02 emission rate greater than 2.5 
lb/MBTU. Table A units represented 17% of U.S. generating capacity in 1990. Two of the Table A generators have 
two boilers, so the number of Table A units is sometimes listed as 263 rather than 261 (Zipper and Gilroy, 1998, p. 
830; Schmalensee et. al., 1998). 
35 Table A units could reassign their emission reduction requirements to "substitute" non-Table A units if both were 
controlled by the same owner or operator. Table A units that reduced their generation requirements (and therefore 
emissions) could transfer their generation to a "compensating" non-Table A unit that had not had substantial 
emissions reductions since 1985 and was either in the Table A unit's dispatch system or in contractual agreement 
with the Table A unit. In addition, a voluntary opt-in program allowed non-affected industrial and small utility units 
to participate in Phase I (Schmalensee et. al., 1998; Zipper and Gilroy, 1998). 
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of the program (U.S. Environmental Protection Agency, Office of Air and Radiation, Acid Rain 

Division, 2000). 

The allowance program that implements these emissions caps involves the distribution 

and gradual reduction of tradable facility "allowances," where one allowance is worth the right 

to emit one ton of S02. Allowances are given to facility operators by the EPA Administrator, 

based on several provisions of Title IV, and are then transferable and bankable by these 

operators. 36 An annual allowance auction and direct sales held by the EPA beginning in 1993 

(direct sales were eliminated in 1997) provide formal opportunities for allowance transfers, 

although transfers can occur outside these events. No matter how many allowances a facility 

accrues, however, it is not allowed to violate federal or state limits for the protection of human 

health under Title I of the CAA. At the end of every year, the EPA "reconciles" the annual 

emissions of each unit (as measured through continuous emission monitors) with the allowances 

held by the unit. A 30-day grace period at the end of the year provides utilities with an 

opportunity to purchase additional allowances if necessary in order to avoid fines 

(Environmental Law Institute, 1994; Zipper and Gilroy, 1998). 

Phase I Table A units provide an example of how the allowance system works. These 

units were allocated allowances by multiplying 2.5 lb/MBTU by the average annual heat input 

for each unit in 1985-7 (considered the "baseline," and excluding outage periods greater than 

four months).37 In any given year, the total allowable emissions level for S02 is the number of 

36 Additional allowances were given to: (1) Illinois, Indiana, and Ohio to compensate for additional costs associated 
with their high S02 emissions (Bryner, 1995, p. 166); (2) "compliance" utilities for demand-side management or 
renewable energy use (Zipper and Gilroy, 1998); (3) utility systems that reduced coal use by at least 20% between 
1980-5 and that rely on coal for less than 50% of total electricity; (4) "clean" states to boost economic growth 
(Bryner, 1995); and (5) "control units," which demonstrated that they had cut emissions by 90% by 1997 using 
"qualifying technology," and "transfer units" which reassigned their emissions to control units (U.S. Environmental 
Protection Agency, Office of Air and Radiation, Acid Rain Division, 1999). 
37 Units without an operating history in these years were to have their baselines set by the EPA Administrator 
(Molburg, 1993). 

62 

ED _000 11 O_LN_ Set20000 1268-0007 4 



FOIA 2014-009508 Interim 5 

allocated allowances plus any allowances banked from the previous year. Thus, the total 

allowable emissions level for so2 in 1999 was the 6.99 million 1999 allowances granted to the 

Table A and participating non-Table A units, plus an additional 9.63 million allowances banked 

from 1998. 

On the basis of emissions reductions and compliance costs, the completed Phase I of Title 

IV has been considered a general success.38 In 1995, S02 emissions reductions were almost 40% 

below their required level and emissions levels were lower than allocation levels in each of the 

years of Phase I. Initial estimates for allowance prices ranged between $400 and $1 000/ton, but, 

as Figure 2.8 demonstrates, prices have been considerably lower than estimates (U.S. 

Environmental Protection Agency, Office of Air and Radiation, Acid Rain Division, 2000). It is 

not yet clear whether Phase II of Title IV will be equally successful. 

38There have been challenges to the flexibility of Title IV, however. The ongoing coal industry concern about the 
competition of low sulfur coal with scrubbed high sulfur coal prompted attempts by at least five states -Kentucky, 
Illinois, Indiana, Ohio, and Pennsylvania- to protect high sulfur coal interests (Ellerman and Montero, 1998, p. 37). 
In addition, the concern that national allowance trading would not suitably improve the regional acid rain transport 
and chemistry patterns that adversely impact New York prompted the state to pass a bill preventing "clean" New 
York utilities from trading allowances with "dirty" utilities upwind (Hernandez, 2000). 
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FIGURE 2.8 

Monthly Average Price of Sulfur Dioxide Allowances Under Title IV, 1993-2000 
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Source: Monthly price report of Cantor Fitzgerald Environmental Brokerage and a market 
survey conducted by Fieldston Publications (U.S. Environmental Protection Agency, 2000) 

In addition to the 1990 CAA, polluting organizations in the S02 industrial-environmental 

innovation complex were affected profoundly by one other set of government actions in the 

1990s: actions related to utility restructuring, or deregulation. The utility industry is currently 

transitioning from a vertically integrated and regulated monopoly to a competitive market in 

which retail customers choose electricity suppliers. Although this change originated with the 

Public Utility Regulatory Policies Act (PURPA) of 1978, when utilities were required to 

interconnect with and buy power from nonutilities meeting certain criteria at the utilities' 

avoided cost, most of the government actions behind this change have occurred in the 1990s. In 

1992, the Energy Policy Act (EP ACT) opened access to transmission networks and exempted 

certain nonutilities from the Public Utility Holding Company Act of 1935 (PUHCA).39 In 1996, 

39 PUHCA had required vast interstate holding companies to divest tmtil each became a single utility system serving 
a bounded geographic area, while limiting their business only to those activities considered appropriate to the 
operation of an integrated utility. 
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the Federal Energy Regulatory Commission issued Order 888, which facilitated nonutilities' 

transmission access, and Order 889, which required utilities to share electronic information about 

available transmission capacity. With national government actions thus clearing the way for 

nonutilities to participate in wholesale electric power sales, state legislators were able to put into 

practice a common belief held by governmental and non-governmental actors: that electricity 

generation would be more cost-effective in a competitive market. Figure 2.9 shows the current 

status of state electric industry restructuring activity in the U.S. Note that transmission and 

distribution will remain regulated and noncompetitive (Energy Information Administration, 

2000a). 

FIGURE 2.9 

Status of State Electric Industry Restructuring Activity as of December 2000 

States by RestructuringStatus 

• No Activity (8) 
II Commission/legislativelnvestigation Ongoing (16) 
[] Legislation!OrdersPending (2) 
D Comprehensive Regulatory Order Issued ( 1) 
D RestructuringLegislationEnacted (24) 

Source: Energy Information Administration (2000c) 
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Other Actions by the Industrial-Environmental Innovation Complex 1990-99 

Several early uncertainties associated with the implementation of Phase I of the 1990 

CAA affected the FGD market strongly in the 1990-99 period. Allowance prices were the 

central uncertainty, as they were at the root of utility compliance choices between fuel switching 

and FGD installation in order to meet the relatively modest Phase I emissions cap.40 Program 

deadlines enhanced this uncertainty, as Phase I utilities had to submit compliance plans to the 

EPA by February 15, 1993, before EPA's rules were proposed and before the first allowance 

auction was held in the spring of 1993 (Burtraw, 1996, p. 82). In EPRI workshops held in 1992, 

60% ofutility respondents called "uncertainties" their greatest concern about the 1990 CAA 

(Rittenhouse, 1992, p. 21 ). With these polluting organization abatement uncertainties, 

environmental equipment and service organizations had a much more difficult time anticipating 

the future size of the utility FGD market in the U.S. Initial and widespread Phase I predictions, 

based in part on the unrealistically high Phase I allowance price predictions, had scrubber 

vendors anticipating "35-40 scrubber contracts between 1995 and 1999," and expressing concern 

about "the capacity ofFGD manufacturers in the United States to meet the demand (Burtraw, 

1996, p. 90; Munton, 1998, p. 28)." 

The ultimate market for utility FGD, however, was considerably smaller than anticipated. 

Table 2.11 displays the range of Phase I compliance options chosen by affected units by 1995. 

FGD unit installations were chosen by only 10% of Table A units, although they were 

responsible for one-third of 1990-5 emission reductions.41 A combination of fuel switching and 

40 Utilities weighed both wet and dry FGD options unsuccessfully against the low price of S02 allowances in the 
1990-99 period [among others, see Torrens and Platt (1994)]. 
41When it became clear that Phase I retrofit installations would fall short of projections, some analysts envisioned a 
possible market in utilities designating their FGD-equipped units as substitute units and then upgrading those units 
to state-of-the-art technology in order to gain additional allowances (Feeney, 1995). The low prices of allowances 
and high upgrade costs in the 1990s, however, did not allow this market to grow rapidly. 
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blending proved to be the most popular method of compliance due to low prices for both low 

sulfur coal and allowances.42
' 

43 The appeal of this option was slow to register with some Phase 

!-affected utilities, however. A number of these utilities responded to a 1996 survey that they 

had actually reversed initial decisions to scrub substantial capacity, with two-thirds pointing to 

low-sulfur coal costs and one-third to low allowance prices as the reason for their reversal 

(Schmalensee et. al., 1998, p. 65). 

TABLE 2.11 

c r ompnance St t . ra eg1es o f U . t Aft t d . Ph DIS ec e Ill ase I fT"tl IV fth 1990 CAA 0 1 e 0 e , as o f 1995 
Compliance Strategy Number of Units Emissions Reduction, 1990-95 

(Million tons) 

Table A Units 
Fuel switching/blending 162 2.550 
Obtaining allowances 39 0.100 
Installing FGD Equipment 27 1.410 
Using Previous Controls 25 0.130 
Retiring Facilities 7 0.030 
Boiler Repowering 1 0.007 
Total Table A 261 4.230 

Substituting and 182 0.420 
Compensating Units 
Total Phase I 443 4.650 

Source: Zipper and Gilroy (1998, p. 830) 

Table 2.12 lists the twenty-seven FGD units that came on-line at sixteen utilities in order 

to comply with Phase I, in the order in which they came on-line. Three of the dominant scrubber 

vendors, responsible for 81% ofthis capacity, remained the same in this period as in the 1970-76 

and 1977-89 periods. Acquisitions continued in the 1990-99 period, as they had in earlier 

periods. Most noteworthy were the acquisition in the fall of 1997 of GEES I by the Canadian-

42 The popularity of low-sulfur coal in the 1990s continued a trend: coal with less than 1% sulfur comprised more 
than one-half of the coal market by 1990 (compared to one-quarter of the market in the 1970s) (Munton, 1998). 
43 Fuel switching costs declined in 1990-5 due to "improved operating efficiencies" in the rail and coal industries 
and the expansion of low-cost, low sulfur western coal production (Zipper and Gilroy, 1998). Utilities paying 
greater than market value for high-sulfur coal due to "escalator clauses" in long-term contracts especially benefited 
from switching western coal under short-term contracts (Munton, 1998). 
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owned Marsulex and the acquisition of Joy Engineering by Babcock & Wilcox in the spring of 

1995. 

Online 
Year 
1992 

1994 

1995 

1996 

TABLE 2.12 

FGD Retrofits for Compliance with Phase I 
State Boiler Plant&MWe Utility FGDVendor 

Units 
Georgia YlBR Yates* (123) Georgia Power Chiyoda 
Indiana 7, 8 Bailly* (844) Northern Indiana Public Pure Air, a partnership 

Service of Mitsubishi Heavy 
Industries and Air 

Products and 
Chemicals, Inc. 

Kentucky 1, 2 Elmer Smith City of Owensboro Wheelabrator 
(530) 

Ohio 1 General J.M. Ohio Power Babcock & Wilcox 
Gavin (1,300) 

Pennsylvania 2 Conemaugh Pennsylvania Electric ABB = Combustion 
(936) Company Engineering 

West Virginia 1, 2, 3 Harrison Monongahela Power Marsulex = GEESI 
(2,052) Company 

Indiana 2,3 F.B. Culley Southern Indiana Gas & Riley 
(333) Electric 

Indiana 4 Gibson (668) PSI Energy Babcock & Wilcox 
Kentucky Hl, H2 Henderson Big Rivers Electric Wheelabrator 

MP&L(364) 
Kentucky 1 Ghent (557) Kentucky Utilities Babcock & Wilcox 

New Jersey 2 B .L. England Atlantic City Electric Marsulex = GEESI 
(163) Company 

New York 1,2 Milliken* New York State Gas & Saarberg-Holter-
(316) Electric Umwelttechnik 

Ohio 2 General J.M. Ohio Power Babcock & Wilcox 
Gavin (300) 

Ohio 1 Niles (133) Ohio Edison ABB = Combustion 
Engineering 

Pennsylvania 1 Conemaugh Pennsylvania Electric ABB = Combustion 
(936) Company Engineering 

Tennessee 1,2 Cumberland Tennessee Valley ABB = Combustion 
(2,600) Authority Engineering 

West Virginia 3 Mt. Storm Virginia Electric & Marsulex = GEESI 
(550) Power Company 

Indiana 1, 2 Petersburg Indianapolis Power & Marsulex = GEESI 
(724) Light 

Source: Energy Information Administration (1997, P. 10), Smith and Dalton (1995), 
DOE (1999), Virginia (1999), Test (1995), SIGECO (1992) 

Note: For consistency with previous tables in this chapter, two major scrubber vendors are listed with their post and 
pre-acquisition names. 
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The U.S. market for FGD was not completely dominated by Phase I, however. Figure 

2.10 shows the extremely low level of new utility-operated coal-fired steam turbine units brought 

online between 1990 and 1995 and planned as of January 1, 1996. This is the market 

background for new FGD units that were not affected by Title IV of the 1990 CAA, and 

probably reflects the uncertainties of utility restructuring. Figure 2.11 shows the total number of 

commercial FGD units brought online between 1990 and 1993, broken down into the realized 

categories of new and retrofit construction. Note that new FGD units associated generally with 

new power plant construction comprised 52% of the FGD market in these four years, which is a 

more balanced proportion than in either the 1973-76 period (28%) or the 1977-1989 period 

( 69% ). Unfortunately for FGD vendors, the dearth of new power plant construction, in 

combination with the Phase I decisions of affected utilities to favor fuel switching over the 

installation ofFGD, meant a very small U.S. FGD market on the basis ofboth new and retrofit 

construction. 

FIGURE 2.10 

Number of New Utility-Operated Coal-Fired Steam Turbine Units in 1990-2000 by 
Historical or Planned Year of Commercial Operation 
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Notes: The year of commercial operation is the year that control of the unit was turned over to 
the dispatcher. Includes all units active since 1990 and all units planned as of January 1, 1996. 
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FIGURE 2.11 

U.S. Scrubber Market, 1990-93 
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ISl Retrofit FGD Units 

II New FGD Units 

Although the FGD market certainly appeared bleak in the early 1990s, there are a number 

of FGD orders that have been made since 1995 for either Phase II or NSPS compliance purposes. 

In 1998, orders were placed for Wheelabrator scrubbers to service 890 MWe capacity at two 

boiler units at Tampa Electric's Big Bend plant, and for one ABB FGD system to service 650 

MWe at one boiler at Edison Mission Energy's Homer City plant in Pennsylvania. In 1999, 

scrubbers were ordered for two boiler units at Springfield Illinois Municipal Electric's 173 MWe 

Dallman plant, Marsulex scrubbers were ordered for two 550 MWe boiler units at Virginia 

Electric and Power Company's Mount Storm plant in West Virginia, and ABB scrubbers were 

ordered for Pacificorp's 1,340 MWe Centralia plant in Washington. Finally, in 2000, Public 

Service Company of Colorado ordered Babcock & Wilcox scrubbers for two boiler units at its 

504 MWe Cherokee facility as well as for one unit at its Valmont facility. It is unclear, however, 

how large the utility FGD market will become as Phase II progresses while newly deregulated 

utilities struggle with the need to add new generating capacity. 
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R&D efforts in the 1990-99 period did not remain at levels as high as in earlier periods. 

The DOE retained its government R&D prominence in FGD through its CCT program, but EPRI 

reduced its R&D efforts for FGD significantly, for two reasons. First, efforts in S02 control 

R&D were reduced as "the scope for improving performance oftoday's reliable FGD systems, 

which achieve S02 reductions around 95% ... is lessening (Row, 1994, p. 301)." Second, 

EPRI' s overall R&D funding levels declined substantially in the 1990s in the face of growing 

competition in the electric utility industry. The R&D funding levels of scrubber vendors were 

also hurt by the decline in scrubber demand during the mid- and late-1990s. 

Several developments occurred in FGD technology during the 1990-99 period that 

enhanced the cost-effectiveness of the technology, as measured by capital costs, operating costs, 

and S02 removal efficiency. Capital costs for scrubbers fell by almost 50% between 1989 and 

1996 (Zipper and Gilroy, 1998). One important reason for this was lessening concern about 

scrubber reliability. As stated earlier, the FGD technology itself had become highly reliable by 

1989, and since allowance sales provided an additional safety net in case of a reliability problem, 

costly design options such as spare absorber modules were dropped in the 1990-99 period. 

Additional capital cost savings resulted from several factors, including: a trend toward larger 

capacity modules that provided economies of scale; increased flue gas velocity in the absorber 

which lowered the unit cost; elimination of flue gas reheat components; and reduced reagent 

preparation costs (Energy Information Administration 1997; Burtraw, 1996). The potential 

revenue-generating allowances obtainable with greater FGD removal efficiencies sped the 

diffusion ofhigher removal efficiency scrubbers in the 1990-99 period. S02 removal efficiencies 

in excess of 98 percent were accomplished through such measures as the incorporation of 

additives (e.g. dibasic acid, formic acid, and magnesium compounds) in scrubber designs, and 

71 

ED _000 11 O_LN_ Set20000 1268-00083 



FOIA 2014-009508 Interim 5 

improved gas-liquid contact throughout the scrubber system via improved hydraulics and 

ultrafine limestone particle size. 

Finally, operating and maintenance costs were reduced due to a number of innovations. 

New materials of construction such as alloys, clad carbon steel, and fiberglass provided 

corrosion resistance at reduced cost, with subsequent savings in maintenance costs. Operation 

without gas reheat, wastewater evaporation systems, and heat exchangers that used waste heat 

from stack gases to increase power plant efficiency all enhanced energy efficiency. Labor costs 

were reduced through improvements in instrumentation and controls, while operating costs could 

be offset by the sale of commercial-grade gypsum from wet limestone forced oxidation processes 

(U.S. Environmental Protection Agency, Office of Air Quality Planning & Standards, 1997; 

Jozewicz et. al., 1999; Schmalensee et. al., 1998). 

Outside the Black Box: Outcomes of Innovation in S02 Control Technologies 

As the preceding discussion has shown, government actions have had a considerable 

influence on the so2 industrial-environmental innovation complex and its resulting technologies. 

In later sections of this dissertation, some of this influence will be quantified with respect to the 

innovative activities undertaken by the actors in this complex. Expert opinion about innovative 

outcomes in S02 control technologies will also be described throughout the dissertation. The 

remainder of this chapter, however, will focus on quantifying the innovative outcomes observed 

outside the black box of the S02 industrial-environmental innovation complex. Figure 2.12 

represents the method used in this section to quantify, through the use of market and 
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performance data, improvements in the removal efficiencies and capital costs of newly installed 

FGD systems over time. 44 

FIGURE 2.12 

Observed Improvements as a Measure of Innovative Outcomes 
Improvements m 

newly installed technologies 
over time 

The method used in this section to quantify innovative outcomes is similar to the learning 

curve method employed in Chapter Five, in that it charts performance improvements as the 

dependent variable related to the independent variable of cumulative output. The method used 

here differs from the learning curve method, however, in that it considers improvements in state-

of-the-art FGD systems over time rather than simply the performance improvements that occur 

based on organizational learning at a given facility. Thus, it will be called a "generational" 

analysis, for the new generations of state-of-the-art FGD systems to come online over the years. 

Whereas the learning curve method relies on one data set for a consistent plant-level analysis that 

is then aggregated to derive overall trends, the generational method used here employs two data 

sets and a series of studies in order to assess FGD industry trends. 

Both the generational analysis of S02 removal efficiencies and that of capital costs rely 

on a predictor variable that represents the cumulative output ofFGD systems. The cumulative 

44 Reliability and operating costs are not considered in this section. As stated previously, reliability became a 
negligible concern by 1989. Changes in capital costs over time incorporate reliability considerations to a large 
extent. Operating cost trends are examined in Chapter Five, which deals with learning curve analysis. 
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output of an FGD system can be considered to be the cumulative gigawatts (GWe) of electrical 

capacity scrubbed by all FGD systems in the U.S. For both generational analyses, the 

cumulative FGD capacity is taken from an International Energy Agency (lEA) dataset 

considered reliable on FGD capacity (Soud, 1994 ).45 Figure 2.13 shows the cumulative GWe 

capacity scrubbed by FGD units that came online between 1973 and 1996, as calculated from 

this dataset (parts of this graph were shown throughout the preceding discussion of government 

and non-government actions in so2 control). 

FIGURE 2.13 

Number ofFGD Units and Cumulative GWe Capacity ofFGD Units from 1973 to 1996 
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Source: Adapted from Soud (1994) 

Note: These numbers are archival through June 1994, then projected for 1994-96. 

The generational analysis of S02 removal efficiencies relies on performance data for U.S. 

FGD units that came online between 1973 and 1996. These data are provided in a very detailed 

and complex DOE Energy Information Administration (EIA) form 767 dataset, which covers 

45 There is some question about reliability after the publication date of June 1994, since the 1994 to 1996 data is 
based on scrubber orders known at the time. 
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U.S. scrubbers with inservice dates as early as 1969 (see Energy Information Administration 

(1999) and Appendix D for details on the data and the data translation process ).46 The exact 

removal efficiency calculated in this analysis for each year is an average of the estimated 

removal efficiencies (at the annual operating factor) of each year's class of inaugural FGD units. 

Figure 2.14 displays the improvement in wet limestone FGD system S02 removal efficiencies 

between 1973 and 1996 as a function of cumulative FGD GWe capacity.47 Overlaid on the 

average estimated removal efficiency data pointsis a logarithmic curve that explains over 95% 

of the variance. Note that the rate of S02 removal efficiency improvement is particularly high 

between 1976 and 1980, as efficiencies improved from a 1975 removal level of about 70% to a 

1980 level of almost 90% removal. These years correspond with years of high FGD industry 

profit and entry into the utility FGD market. These years also correspond with the period of 

promulgation and implementation of the 1977CAA and the FGD-promoting 1979 NSPS. In 

general, the logarithmic curve in Figure 2.14 indicates the "innovative life-cycle" of FGD 

technologies, since it shows the technology to be born and improve rapidly in the 1970s and 

early 1980s, then mature as removal efficiencies flatten out. 

46 This dataset has well-documented inaccuracies (see Weilert and Dyer, 1995). 
47 Because of a concern that low- to moderate-removal dry and other FGD systems might be masked as wet FGD 
systems due to inaccuracies and missing information in the EIA 767 dataset, data points were excluded from this 
figure if they showed lower removal efficiencies than the state-of-the-art in previous years. 
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FIGURE 2.14 

Improvements in S02 Removal Efficiency of Commercial FGD systems as a Function of 
Cumulative Installed FGD Capacity in the U.S. 
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FGD capital costs are not as simple to analyze as S02 removal efficiencies because 

capital costs entail a great number of site-specific design factors that muddy cost trends. For this 

reason, the generational analysis of capital costs relied on a dependent variable based not on 

actual utility data, but rather on a series of capital cost studies conducted over the last three 

decades. As mentioned previously, TVA performed periodic utility capital cost benchmark 

studies in the 1970s and early 1980s. EPRI began to perform similar benchmarking studies in 

the mid-1980s and continued these studies into the 1990s. All of these studies incorporated 

systematic cost assumptions associated with contemporary technology design applied to 

standardized coal-fired power plants. Five of these studies, representing wet limestone scrubbing 

technology as it appeared in 1976, 1980, 1982, 1990, and 1995, were used to examine trends in 

FGD capital costs for a benchmark 500 MWe plant burning a high sulfur (3.5% sulfur) coal 

(McGlamery et. al., 1980; Laseke, Jr. et. al., 1982; Keeth, Ireland, and Moser, 1986; Keeth, 
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Ireland, and Radcliffe, 1990; Keeth, Ireland, and Radcliffe, 1991).48 The reported capital cost in 

each study was adjusted to a basis of 1997 dollars using the procedure described in Appendix E. 

Other adjustments were made to account for slight differences in the relevant assumptions of the 

TV A and EPRI studies. For example, one study used somewhat higher sulfur coal and smaller 

plant size than the reference plant design. In these cases, reported cost results were adjusted 

using a power plant computer model that accounts for the influence of each cost factor on total 

FGD cost (Rubin, Kalagnanam, and Berkenpas, 1995; Rubin et. al., 1997). 

Figure 2.15 provides a systematic estimate ofFGD capital cost reductions as a function 

ofFGD GWe capacity (based on Soud, 1994; McGlamery et. al., 1980; Laseke, Jr. et. al., 1982; 

Keeth, Ireland, and Moser, 1986; Keeth, Ireland, and Radcliffe, 1990; and Keeth, Ireland, and 

Radcliffe, 1991. Overlaid on these estimated costs is a third-order polynomial equation that 

accounts for over 98% of the variance in these capital costs over time. Note that capital cost 

reductions were minimal in the 1976 to 1980 time period during which S02 removal efficiencies 

improved rapidly. Indeed, steeper improvements in capital costs occurred only after steep 

improvements in S02 removal efficiencies (capital costs improved greatly between 1980 and 

1990, while removal efficiencies improved rapidly between 1976 and 1980). As in the case of 

S02 removal efficiencies, however, capital costs leveled out in the 1990s, although to a lesser 

extent than removal efficiencies. 

48 Note that these years were also highlighted in Figure 2.14 for purposes of comparison. 
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FIGURE 2.15 

Reductions in Capital Cost of a New Wet Limestone FGD System for a Standardized 
Coal-fired Power Plant (500 MW e, 3.5% sulfur coal, 90% S02 removal) 
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Figure 2.14 and Figure 2.15 quantify the improvements in S~ removal efficiencies and 

capital costs that were a major outcome of innovative processes occurring inside the black box of 

the so2 industrial-environmental innovation complex during the 1970s, 1980s, and 1990s. 

These two figures do not merely show the existence of important innovations in a heavily 

government-influenced technology, however. These figures also suggest innovative priorities in 

the so2 industrial-environmental innovation complex and hint at possible predictive implications 

about environmental technological innovation. 

It appears that the priority order for so2 control technology development was first, to 

demonstrate that FGD technology could meet high removal standards, and second, to make this 

technology cost-competitive. This is probably a typical priority order for the development of an 

environmental control technology, as long as the most expensive technological solution is still 

cheaper than the alternative to meeting the environmental standard that created the need for the 
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technology. This sort of calculation is considerably more uncertain in the emission-trading 

regime of the 1990 CAA than in earlier national environmental regulatory events. 

One of the advantages of developing the logarithmic and third-order polynomial 

equations fitted to the data in Figure 2.14 and Figure 2.15 is that these models characterize 

improvements in performance and reductions in cost as a simple function of technology 

diffusion. The simplicity of these functions is likely to make this work accessible to models of 

future environmental change, which have important uncertainties related to the rate of relevant 

environmental technological change. Of course, finding similar functions in other case studies of 

environmental innovation will be important to developing a more general understanding of these 

rates of change. Some of this work will be done for nitrogen oxide control technologies and 

carbon sequestration technologies in fulfillment of the US DOE Office of Science Notice 00-08 

for the Integrated Assessment of Global Climate Change Research. 

This section provided a quantitative overview of innovative outcomes in S02 control 

technologies, while the historical descriptions that comprised the majority of this chapter 

provided a qualitative understanding of the context in which these innovations occurred. The 

next three chapters each focus on ways of measuring the innovative processes of invention, 

adoption and diffusion, and learning by doing that take place within the so2 industrial

environmental innovation complex. The influence of government actions on these processes 

over the past three decades will be highlighted. 
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Chapter 3 Patent Analysis 

Chapter Two described the outcomes of innovation in S02 control technologies between 

197 0 and 1999 and quantified the improvements that took place in these years with respect to 

S02 removal efficiencies and capital costs. In order to arrive at these outcomes, innovative 

activities occurred that were influenced by the government actions and business concerns that 

were also described in Chapter Two. Figure 3.1 portrays the combined innovative activities of 

invention, adoption and diffusion, and learning by doing that occur within the so2 industrial

environmental innovation complex. 

FIGURE 3.1 

Patents as a Measure of Inventive Activity and Adoption & Diffusion Strategy 

No attempt was made in Chapter Two to quantify any of these innovative processes. This 

chapter focuses on measuring inventive activity in the so2 industrial-environmental innovation 

complex over time in an effort to observe the influence of government action on the innovation 

process. The measure used in this chapter is patenting activity, which has not only been used by 

many studies to gauge inventive activity, but also speaks to the marketing strategies of firms that 
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can lead to adoption and diffusion (for published reviews of patent research, see Archibugi and 

Pianta, 1996; Basberg, 1987; Griliches, 1990; Pakes and Simpson, 1989; Pavitt, 1985; 

Schankerman, 1989). 

The introductory section of this chapter defines patents and discusses the patenting 

process. It also explores some of the advantages and disadvantages of using patents as an 

innovation measure. Some of the techniques other researchers have used to compensate for these 

disadvantages are also discussed in this section, and an overview of how these disadvantages are 

accounted for in this dissertation is provided. The introductory section of this chapter concludes 

with expert perceptions of the role of patents in the so2 industrial-environmental innovation 

complex. The second and third sections of this chapter describe two different approaches 

employed in this dissertation to create patent datasets for use as a stage on which to observe the 

influence of government action on innovation. The results of these approaches are presented and 

discussed; expert opinion on these results is also included in some of the interpretations. 

Patents and the Patenting Process 

A patent is a government grant to an inventor of a legal right to the exclusive 

manufacture and sale of a useful, non-obvious, novel invention for a set period of time in 

exchange for making details of the invention public. In theory, a patent rewards an inventor for 

investing in inventive activity with a temporary monopoly right for the commercialization of the 

resulting invention. The societal reward for granting this monopoly right is the enhancement of 

the public good of"knowledge" from which new discoveries and innovations draw. In practice, 

the patent is not always commercially exploited by the inventor or the organization to which the 

inventor may assign the patent right. 
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Instead, the patent may be treated by its owner as an intellectual property that can be 

bought, sold, traded or licensed to other firms or individuals as part of the patent owner's 

commercial strategy. An inventor may thus file a patent application not only as the result of a 

new inventive effort, but also as the result of a new strategic interest in exploiting an existing 

invention. In general, though, researchers have observed that patenting activity occurs at a fairly 

early stage in a research project (Hall, Griliches, and Hausman, 1986; Stoneman, 1983 ). 

Patents are not always applied for when a technical advance occurs that meets all the 

conditions for patenting and is thus "patentable," however, and certain types of technical 

advances are not patentable. Survey results in Mansfield (1986) show that firms apply for a 

patent for about 66-87% of patentable inventions. A firm's understanding of competitive 

conditions and the strength of patent protection in its industry determine the decision whether to 

file for a patent. Keeping a patentable advance secret can be more beneficial to a firm interested 

in appropriating the commercial benefits of inventive activity than paying patent fees and 

publicly revealing details of the technical advance. This is especially, but not exclusively, true in 

industries in which technologies develop so rapidly that inventions get quickly outdated and in 

industries in which patents are difficult to enforce. The attractiveness of secrecy to a firm in any 

industry is enhanced if a firm appreciates that it has a strong position, vis-a-vis competitors, in its 

firm-specific skills and know-how that will make imitation by competitors costly and time

consuming. Other firm characteristics that can make imitation difficult include the ability to 

quickly launch and distribute a new product and the ability to maintain especially low prices on a 

new product. [For more about the firm decision to patent, see Cohen, Nelson, and Walsh (1996); 

Feme (1998, p. 14 ); Mansfield, Schwartz, and Wagner (1981 ); Pavitt (1985, p. 81 ); Scherer 
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(1976); Schmoch and Schnoring (1994, p. 399); Taylor and Silberston (1973); von Rippel 

(1982)]. 

Once a firm decides to apply for a patent, it faces a decision about where to file for patent 

protection. A patent can be filed in an industrialized country like the United States in two main 

ways: either directly to the national patent office or through the global Patent Cooperation 

Treaty (PCT) administered by the World Intellectual Property Organization (WIPO). Direct 

application to individual national patent offices is typically less costly than application to 

international mechanisms such as the PCT, but applying through the PCT can be less expensive 

and burdensome if the inventor is interested in filing for patent protection in multiple countries 

around the world. If patent protection is sought in multiple countries, it is the first application 

filed anywhere in the world that is considered the "priority" application. The year this 

application is filed is considered the priority file year, and the priority country is typically 

assumed to be the country in which the invention is developed. It is this priority application that 

is considered the basic patent in an international patent "family" consisting of all the patent 

documents associated with a single invention that are published in different countries (National 

Science Board, 1999, p. 6-23). 

In general, a patent is filed in countries the patent applicant seeks to market in. The size 

of the U.S. market has helped to make the U.S. patent system the largest in the world and has 

therefore made it a useful patent system for researchers to explore international issues related to 

inventive activity. This chapter deals only with patent data from the U.S. system. About 

100,000 patents are granted every year by the United States Patent and Trademark Office 

(USPTO), about half of which are invented in the United States and considered "domestic 

applications (Narin, 1994a; Narin, 1994b)." Between 1880 and 1989, the number of domestic 
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patent applications in the U.S. increased at a slower rate than real GNP and investment, but the 

late 1980s and early 1990s demonstrated a sharp increase in U.S. patent applications (Arundel 

and Kabla, 1998; Griliches, 1990; Kortum and Lerner, 1997). 

Once a patent is filed in the United States, it undergoes an examination process that 

ultimately leads to granting or rejecting the patent. The granting rate has varied over time in the 

United States (as well as in different countries). Data from domestic applications filed between 

1965 and 1980 showed the U.S. granting rate varied from a low of 58 percent in 1965 to a high 

of72 percent in 1967 (Griliches, 1990, p. 1663). 

If a patent is granted, a publicly accessible document (available electronically for patents 

granted since 1975) is created with three main parts: the front page, the technical claims that 

form the legal heart of the patent, and associated diagrams. The front page of the patent is 

particularly useful for the researcher to gain information not just about the invention (in 

summary form), but also about the inventor, the organization the inventor may assign the patent 

right to (the "assignee"), and the intellectual background of the invention as evidenced in 

references to previous patents and other sources. Figure 3.2 displays the front page of a U.S. 

patent relevant to S02 control. Information contained on this front page includes the following 

fields of summary information: the patent number, grant date, title, inventor and assignee 

(including geographic origin), application file date, foreign application priority data, 

International Patent Classification (IPC), United States Patent Office Classification (USPC), 

patent and non-patent references, abstract, and number of claims. By convention, all patent front 

pages, regardless of the granting authority, contain most of the same fields of summary 

information in the same order as in this sample patent (Clarke and Riba, 1998, p. 2). In addition 

to these fields, U.S. patents sometimes have a "statement of government interest" if the U.S. 
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government has helped to develop the invention being patented and would like to retain the right 

to use (not commercialize) the invention without dealing with infringement issues. 

FIGURE 3.2 

Sample Patent Front Page 

United States Patent 

Several of the patent front page fields require additional explanation and notes. First, the 

title of the patent is often not as clear an indicator of the nature of the invention as might be 

expected, due to the use of general terms and vague language (Clarke and Riba, 1998, p. 2). In 

some instances, this vagueness is a deliberate attempt by patent attorneys to "hide" their clients' 

patents from competitors' search engines. Second, the "assignee" field does not always appear 

on a granted patent. Inventors who work for p:tivate companies, the federal government, or 

universities often must assign ownership of their patents to their employers. Inventors who do 

not assign their patent rights to another organization are considered individual inventors, and 

assignee fields often do not appear on the front pages of their patent applications (National 

Science Board, 1999, p. 6-18). 
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Third, a number of classification systems exis: that attempt to categorize patents by their 

technical content according to class and subclass. In many instances, an examiner will assign 

more than one classification to a patent, although the first is accepted as the "main" 

classification. Guides are issued to understand, through keywords, which classes consist of 

which types of technologies. Developed and managed by WIPO, the IPC is revised roughly 

every five years, and contains about 20,000 terms related to the form or construction of the 

invention. The USPC is administered by the USPTO and contains about 3 70 active classes and 

128,000 subclasses related to the function or purpose of the invention (Clarke and Rib a, 1998, p. 

4; National Science Board, 1999, p. 6-21). 

Fourth, the references of a patent to previous patents are not simply a matter of the 

judgment of the inventor as in the case of references in articles or books. Patent references point 

to the "prior art" of a patent, or earlier inventions whose claims are legally determined by the 

patent examiner to be closely related to the claims in the citing patent (Narin, 1994b, p. 152). 

Generally, patent applicants and their attorneys contribute some of a patent's references, and the 

patent examiner will modify these citations during the examination process, often adding or 

subtracting citations (Jaffe, Fogarty, and Banks, 1998, p. 199). 

Finally, the abstract of a patent is meant to be a brief description of the technical nature of 

the invention. The abstract, like the patent claims, should demonstrate the usefulness of the 

invention and may do so by describing a problem the current technological state-of-the-art does 

not solve that the patented invention claims to solve (Clarke and Riba, 1998, p. 2-3). In practice, 

abstracts are not always brief and, like titles, may employ non-obvious keywords. 

After a patent is granted, it is in force for a set period of time. For many years, U.S. 

patents were guaranteed for seventeen years after the grant date. Beginning with applications 
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filed on and after December 12, 1980, however, these seventeen years were only guaranteed 

contingent on the payment of patent renewal fees due 3 lh, 7 lh, and 11 Y2 years from the grant 

date (U.S. Patent and Trademark Office, 2000a). U.S. maintenance fees for the common 

"utility" type patent as of December 29, 1999, are shown in Table 3 .1. The "small entities" 

described in this table are concerns with less than 500 employees (13 CFR 121.802). Surcharges 

on late maintenance fee payments range between $130 and $1,640 (U.S. Patent and Trademark 

Office, 2000b ). 

TABLE 3.1 

Patent Maintenance Fees 

Most Assignees Small Entities 
Maintenance Fee at 3 Y2 years $830 $415 
Maintenance Fee at 7 Y2 years $1,900 $950 
Maintenance Fee at 11 Y2 years $2,910 $1,455 

Source: U.S. Patent and Trademark Office (2000b) 

Although patent renewal rates are of interest to researchers, the subset of patents for 

which maintenance fee data are available is relatively small compared to the total universe of 

U.S. patents. In his 1990 review of patent research, Griliches (1990, p. 1681) gives some basic 

information on the payment of maintenance fees for patents filed in 1981-4. Unpublished 

tabulations from the USPTO' s Office of Documentation Information showed that, as of the end 

of 1988, 84% of these patents were renewed after the first 3 Y2 year period (83% ofU.S.-owned 

patents and 85% of foreign-owned patents were renewed). Griliches (1990) also cites an 

unpublished manuscript by Manchuso, Masuck, and Woodrow (1987) on a smaller sample of the 

same data in which 87% ofU.S.-invented patents were renewed but only 61% of individually-

owned patents were renewed. When this study separated patents by technology, "chemical" 
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patents were maintained at the highest rates, and "mechanical" patents were maintained at the 

lowest rate. 

In 1995, the patent term was changed to twenty years from the earliest effective filing 

date claimed by the applicant, contingent on the payment of the same renewal fees as in the 

earlier revision. As a result of this change, the incentive of patent applicants to prolong the 

application process and obtain a de facto extension of patent coverage was reduced, while 

pressure was increased on the patent office to expedite the examination process (U.S. Patent and 

Trademark Office, 1999, p. 7). 

Research Use of Patents 

Researchers have long used patents as a measure and descriptive indicator of inventive 

activity because they provide considerable research advantages (for published reviews of patent 

research, see Archibugi and Pianta, 1996; Basberg, 1987; Griliches, 1990; Pakes and Simpson, 

1989; Pavitt, 1985; Schankerman, 1989). Some of the advantages of using patents as a measure 

and a descriptive indicator for inventive activity are clear from the discussion of the patenting 

process above. The nature of the "trade-off' involved in the granting of patents to inventors 

benefits researchers in two ways. First, the time-consuming and costly nature of the patenting 

process and the monopoly right to commercialize an invention that results from the granting of a 

patent are reasons why researchers can expect that the inventive activity measured in patent 

counts is, on the whole, non-trivial. Further evidence of the non-trivial nature of patents is 

empirically shown in surveys by Napolitano and Sirilli (1990), Scherer et. al. (1959), and Sirilli 

(1987), which demonstrate that the eventual use by firms of the inventions detailed in their patent 

applications ranges from 40% to 60% of total applications (Archibugi and Pianta, 1996, p. 454 ). 

Second, the societal benefit of publishing patent information is good not only for enhancing 
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technical knowledge, but also for improving the understanding of the innovation process. The 

public accessibility of patent information is constantly increasing, as more information is made 

electronically available for a growing number of countries and application years. The detailed 

front page summary information about the invention, the inventor, the assignee, and the 

intellectual background of the patent is clearly of interest to researchers studying the nature, 

locus, and timing of inventive activity. 

Analysis of the relationship between patent data and the inventive input of research and 

development ("R&D") expenditures has also strengthened patent analysis as a measure of 

inventive activity. As stated in Griliches (1990, p. 1674), "the evidence is quite strong that when 

a firm changes its R&D expenditures, parallel changes occur also in its patent numbers." Since 

patents are an intermediate output of R&D, they are typically used by researchers as a measure 

of inventive output; but this close relationship between levels of R&D expenditures and levels of 

patents tie patents strongly to inventive input as well. This is particularly important since R&D 

expenditure data are not typically available for all inventing entities, especially in a detailed 

manner [see Cohen and Levin (1989); Griliches (1990); Lanjouw, Pakes, and Putnam (1998); 

Schmoch and Schnoring (1994)]. 

Finally, another advantage of the use of patenting activity as an invention measure is that 

analysis has shown that patenting activity can be linked to events that occur outside the firm. In 

an analysis of the relationship between patents, R&D, and the stock market rate of return, Pakes 

(1985) showed that about 5% of the variance in the stock market rate of return is caused by 

events that change both R&D expenditures and patent applications. The implication of this is 

that an observation of a dramatic increase or decrease in a firm's patent activity is an indication 

"that events have occurred to cause a large change in the market value of its R&D program 
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(Griliches, 1990, 1683-4)." The Jaffe and Palmer (1997) and Lanjouw and Mody (1996) papers 

discussed in Chapter One of this dissertation both take advantage of this finding by attempting to 

relate environmental patenting to pollution abatement expenditures as a measure of severity of 

regulation. 

Problems Encountered with the Use of Patents in Research 

However useful patents are as a measure and a descriptive tool for inventive activity, they 

also present the researcher with difficulties that can be categorized into three problem areas. 

First, technical difficulties arise in both locating patents of interest and allocating these patents to 

relevant industrial and product groups. Second, analysis difficulties arise from variations in the 

strategic decisions of entities to apply for patent protection. Both these problem areas were 

touched upon in the discussion of patents and the patenting process above. The third problem 

area involves difficulties with comparing patents against each other because of a number of 

"qualitative homogeneity" issues related to the question of whether all patents are of equal value 

simply because they have unique patent numbers. 

Most patent research identifies patents of interest based on a classification system such as 

the IPC or the USPC and then allocates these patents to relevant industry or product groups; care 

must be taken with both of these research tasks. The subclasses often used by researchers to 

identify patents can be vague and can cause a researcher to miss relevant patents; at the same 

time, since a patent can be assigned to multiple subclasses, irrelevant patents can be netted in 

subclass-based searches. Additional identification problems arise from a researcher's choice of 

classification system, since the IPC, USPC, and other classification systems vary according to 

the level and nature of technical detail they use to categorize patents. Patent identification can 

also be problematic when subclasses are not used as the basis for identification. Non-obvious 
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keywords in a patent's title or abstract can foil careless electronic searches based on these front 

page fields. Finally, identifying patents by assignee firms and then classifying these patents 

according to the firm's major business lines, as was first done by Scherer (1984), is an imprecise 

method because of the number of firms with diverse business and technical interests and/or 

multiple name changes over time. 

Allocation of patents to relevant industrial groupings presents other difficulties. Most 

patent systems do not require patent examiners to link patents directly to the standard industrial 

classification (SIC) digit level that would correspond with the patented invention's potential use 

(the Canadian patent system is an exception). Instead, researchers have to develop their own 

methods of allocating patents to either the industry that made the patent, the industry likely to 

produce the patented invention, or the industry that will use the patented invention. In the mid-

1970s the USPTO established the Office of Technology Assessment and Forecast (OTAF), 

which developed a concordance that attempted to link patent subclasses to the three and 2 Y2 digit 

levels of the SIC based on the industry of production. Unfortunately, the vagueness of subclass 

descriptions resulted in assigning many subclasses to multiple SIC codes, a practice that has 

limited the concordance's usefulness to researchers (Griliches, 1990, p. 1667-8). 

As was mentioned earlier, a number of strategic factors influence an entity's decision to 

patent (its "patent propensity"). Indeed, strategic concerns can cause inventing entities to engage 

in such contrary actions as choosing to patent when they do not expect to commercialize an 

invention or choosing not to patent when they do expect to commercialize an invention. 

Variations in the patent propensities of firms and individuals can be a particular problem in 

comparative research, because such variations can occur by nation, by industry, by firm, and 

even by invention. Innovation survey information has provided the greatest insight into the 
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patent propensities of various industries and has demonstrated its usefulness as an interpretive 

tool for patent analyses. 

Finally, the patent problem area most frequently discussed in the literature involves 

difficulties in comparing patents without regard to their varying degrees of usefulness either to 

their owners or to society at large. Not all inventions are economically or technically equal, yet 

patent counts can give this appearance. Even in the hypothetical situation in which two 

inventions would be economically and technically equivalent, the claims of the two inventions 

could be bundled into a different number of patents so that the two inventions appear unequal. 

The Japanese patent system, for example, is particularly famous for granting patent status to a 

smaller number of claims than other patent systems. In addition to these problems with the 

qualitative homogeneity of granted patents, another source of error in the measurement of 

inventive activity by patents is the number of useful inventions that are not patentable. A 

technical advance may not be patentable for a variety of reasons related to such things as the type 

of technology invented or the incremental nature of the advance (Cohen and Levin, 1989). 

Archibugi and Pianta (1996) reviews four different methods to weight patent counts that 

have been developed by researchers to address problems related to the apparent qualitative 

homogeneity of patents. The first of these methods uses the period of time over which patent 

maintenance (or "renewal") fees are paid in order to assess the private economic value of a 

patent to its owner. Research using renewal fee information includes Lanjouw, Pakes, and 

Putnam (1998), Pakes and Schankerman (1984), Pakes and Simpson (1989). The second method 

involves counting the patents that cite a given patent in their prior art in order to indicate the 

social value, or technological importance, of that patent. Research using citation information 

includes (Albert et. al., 1991; Carpenter, Narin, and Woolf, 1981; Jaffe, Trajtenberg, and 
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Henderson, 1993; Narin, 1994a; Narin, 1994b; Narin and Olivastro, 1988; Trajtenberg, 1990). 

The third method involves the use of international patent families in order to make more accurate 

international comparisons and also assess the private value of patents. Research using patent 

families includes Grupp (1993), Lanjouw, Pakes, and Putnam (1998), Schmoch and Kirsch 

(1993 ). Finally, the fourth method, which is less frequently used than the other methods, uses 

counts of the number of claims made in each patent in order to provide an informed basis for 

patent comparison. Research using patent claims includes Tong and Frame (1994 ). 

Use of Patents in this Dissertation 

In summary, there are several advantages to the use of patents as a measure of inventive 

activity. Patents provide publicly accessible and detailed technical and organizational 

information for what can be assumed to be non-trivial inventions over a long period of time. 

This is a particular advantage in this dissertation, since patents can help link commercially

relevant technical information with adopted & diffused innovations and the knowledge gained 

from operating experience with these innovations. Close parallels between levels of R&D 

expenditures and patenting activity are another advantage of patents as a measure of inventive 

activity, especially in industries- such as the FGD equipment and services industry- in which 

detailed R&D information is very difficult to obtain. Finally, the linkages that have been shown 

in the literature to occur between events external to the firm and patenting activity suggest that 

patents can provide insights into connections between inventive activity and government actions 

pertinent to S02 R&D, such as new legislation. 

The three main research disadvantages of patents, however, need to be considered in 

order to utilize patents optimally in research. In this dissertation, two approaches are taken to 

resolve the first research problem, the technical difficulties with patent identification and 
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allocation. In the first approach, patents are identified through a search of patent subclasses and 

in the second, through an electronic search of patent abstracts and the manual assignation of 

captured patents into technological and organizational categories. Concerns about the second 

research problem- the various reasons for patenting in the S02 industrial-environmental 

innovation complex- are addressed in this dissertation through interviews with experts from a 

range of different organizations. Finally, the third research problem- the appearance of 

qualitative homogeneity among patents - is addressed in this dissertation through three methods 

to gauge the private and social value of patents. The private value of patents is gauged using 

patent renewal data and a direct validation of patents against "commercially important" patents 

obtained from firms with large market shares in the FGD equipment and services industry. The 

social value of patents is gauged using patent citation data. 

Perception of Patents 

This section discusses one of the three problems encountered in the use of patents in 

research, namely concerns about the various reasons for patenting in the S02 industrial

environmental innovation complex. It does so in the context of expert perceptions of patenting 

in S02 control technologies. The other two problem areas involved in the use of patents in 

research, the technical problems involved in patent identification and allocation as well as the 

misleading appearance of qualitative homogeneity among patents, will be addressed in the next 

two sections of this chapter. 

As discussed in Chapter One, twelve experts were interviewed for this dissertation 

through a structured two-hour interview process designed to elicit opinions about innovative 
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activity in the S02 industrial-environmental innovation complex.49 These experts were asked 

questions dealing with the historical development of technologies and government actions, as 

well as with organizational issues related to innovative activity. In addition, each expert was 

asked questions pertinent to the methods used in this dissertation to quantify innovation. Five 

questions dealt specifically with patents in the so2 industrial-environmental innovation complex. 

Three of these five questions involved the experts' perceptions of the role of patents in the S02 

industrial-environmental innovation complex, and will be discussed in this section. These three 

questions addressed: the importance of patents to various organizations; the approach of 

organizations to the patenting process; and significant technologies that are covered by patents. 

The other two (of five) questions involved direct interpretation of the results of patent analysis, 

and will be discussed in another section of this chapter. 

Levels of Patenting Activity 

All twelve experts made statements in the interviews that support both the existence of a 

role for patents in the S(h industrial-environmental innovation complex, as well as the 

perception that this role is not currently vital to innovative activity. There was some 

disagreement among the experts as to the frequency of patent applications in the so2 industrial-

environmental innovation complex. Three experts, experts B, E, and L, supported the view that 

many patents are applied for in FGD technologies. Expert B stated that "a lot of the vendors 

patent everything they do," while expert E suggested that the role of patents in the FGD 

equipment and services industry is growing in importance, particularly as the globalization of the 

industry increases. Alternatively, four other experts supported the view that patent frequency is 

49 The characteristics of these experts appear in Table 1.1, where they are listed in conjunction with their 
identification labels in the dissertation. 
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low in FGD technologies. Expert K stated that "surprisingly few patents are really out there." 

Expert I stated that patents do not cover most of the technology in use today, while experts A and 

B explained that very few people in their organizations apply for patents. Expert K, however, 

agreed with the statement that the role of patents is increasingly important, as there has been a 

"history of patent infringement" and legal "aggravation" that has prompted so2 control 

technology innovators to be much more careful about patent protection in recent years. 

The frequency of patenting activity is, of course, related to the perceived advantages of 

patents. Expert G stated that the advantage ofsome of the early patents was to allow certain 

organizations to attract business and then maintain market position. Experts C and D mentioned 

enhanced customer perceptions of patent-holding entities as an advantage of patent ownership. 

In support of this, expert D stated that "customers do ask what's patented in an offering" and 

expert C mentioned that suppliers with strong patent portfolios achieve a temporary advantage 

because of enhanced customer perceptions of the supplier. Experts A and D, however, also 

stressed the commercial advantage of organizational "know-how." As was mentioned earlier in 

the discussion of the patenting process, previous research has shown that firms with perceptions 

that their know-how is particularly strong often find secrecy to be an attractive approach to 

managing intellectual property. No expert, however, mentioned secrecy as an alternative to 

patent protection in S02 control technologies. It is an interesting feature of the FGD equipment 

and services industry, however, that product differentiation associated with specific scrubber 

vendors was considered by experts D and H to be more important to the commercial 

technological strategy of companies than patents. According to these two experts, this 

differentiation is generally respected by the other organizations in the so2 industrial

environmental innovation complex. 
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Besides product differentiation, the composition of the S02 industrial-environmental 

innovation complex and the volatility and profitability of the FGD equipment and services 

industry were also specifically linked by experts to relatively low levels of patenting activity in 

S02 control technologies. Regarding composition, four experts (D, G, H, K) explained that the 

public nature of some of the most prominent innovating organizations in the S02 industrial-

environmental innovation complex- specifidly EPA, DOE, and EPRI- reduced the 

importance of patents in S02 control technologies.50 This was because a considerable amount of 

information pertinent to S02 control innovation was shared freely among innovators and the 

public. Thus, the opportunity for private intellectual property protection did not arise as much as 

it might have in an area dominated more by private firms. This was particularly true before the 

Federal Technology Transfer Act of 1986 and Executive Order 12591 of April1987; until the 

enactment of these government actions, agencies like EPA and DOE were not subject to 

considerable pressure to obtain patents. For EPRI, also, the importance of patents has grown 

over time, as utility deregulation has pressured EPRI to find new ways to demonstrate its 

importance as a technological innovator in order to sustain EPRI membership levels. In addition 

to the dampening effect of considerable public sector involvement in so2 innovation on 

patenting activity, one expert (D) explained that the volatility of the FGD equipment and services 

industry and the length of the patent application process discouraged patent filing. Finally, one 

expert (E) explained that the low profitability of the industry has helped to keep R&D levels, and 

subsequent patents, relatively low. 

50 While not technically public, EPRI represents the shared research investments of the public monopolies of utilities 
(before deregulation). 
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Reasons for Patenting, Enforcement, and Patentability 

Those entities that do patent in S02 control technologies do so, according to nine of the 

experts, for at least one of three main reasons. Six- B, C, F, G, H, L- mentioned the standard 

incentive of protecting important innovations of technical merit in a way that will give an 

advantage over competitors in the FGD equipment and services industry. Five experts- D, F, G, 

I, K- identified prestige as important to a variety of actors in the S02 industrial-environmental 

innovation complex, including individual researchers, sections of government agencies, and 

entire organizations such as EPRI.51 Careers, funding levels, public-private partnerships, and 

membership levels could all be enhanced by the tangible rewards of the prestige accompanying 

successful patents. Finally, three experts- C, D, H- who suggested either technological 

importance or prestige as incentives for patenting, also mentioned blocking other innovators as 

an incentive for filing patent applications in the FGD equipment and services industry. 

The incentives for patenting of protecting innovations from competitors and blocking 

competitors from innovating both depend on the level of patent enforcement in the so2 

industrial-environmental innovation complex. Eleven of the twelve experts touched on the 

enforcement of patents. Nine of these experts- B, C, D, E, F, G, H, I, L- generally agreed that 

patent enforcement has not been extremely effecti~, as a number of patents have been relatively 

easily invented around or gotten around in other ways. Experts B and C even recalled customers 

retrofitting a supplier's patented invention knowing that the vendorwas unlikely to enforce the 

patent. Experts A, B, H, I, and K, however, were able to mention specific court actions that 

enforced patent rights. One additional expert, expert F, who also agreed that patents could be 

gotten around relatively easily, explained that for some less powerful innovators in the FGD 

51 Two of these experts also mentioned the standard incentive for patenting. 
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equipment and services industry, the threat of patent enforcement hassles, even without the 

expectation of actual enforcement actions, is enough to protect their rights from more powerful 

innovators. 

Of course, in order to enforce a patent, patent protection must be applied for, and there 

was a certain amount of disagreement among the experts about what inventions are patentable. 

For example, expert D considered some of the chemical advances in SQ control unpatentable; 

another expert, expert K, considered these same types of advances "fundamental work" and 

stated that this type of work is likely to result in patents. Four experts in total- A, D, J, K

addressed the issue of patentability in the so2 industrial-environmental innovation complex. 

Experts A, D, and J saw an important dichotomy between know-how and patentability (two of 

these three had previously touted the importance of know-how in improving so2 control 

technologies). Expert J explained that patents did not cover the way an FGD system is put 

together. 

Patent Coverage of Specific Technologies 

Nine of the experts (A, B, C, D, F, H, I, K, L) were able to mention specific S02 control 

technologies that have been patented. Four of these experts (A, B, H, K) mentioned the Niro 

Atomizer recycle patent on spray dryers, which was the subject of a particularly notorious court 

case. Other patents well-known to experts included the Babcock & Wilcox tray patent (experts 

B, C, D, F, H, K, L mentioned this patent), the Dravo patents on thiosorbic technology for 

magnesium enhanced lime scrubbing (experts A, D, F, H, L mentioned these patents), and the 

ABB nozzle arrangement patent (experts A, B, C mentioned this patent). Other patents 

mentioned included: a number of nozzle patents, a patent on reducing scaling in a two-loop 

scrubber using forced oxidation, a horizontal spray scrubber, patents on hydroclones, a patent on 
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a lance-type of oxidation and air introduction system, a patent on sludge stabilization, a patent on 

placing a baghouse downstream from a spray dryer, a patent on buffering with formic acid, a 

patent on nahcolite injection used in magnesium lime injection, and a patent on a combined S02-

NOx removal process using zinc-oxide. 

Several of the experts were also able to mention a number of important S02 control 

technologies for which they believe no patent coverage exists. Experts C and D selected dibasic 

acid as such a technology while one of these experts also mentioned inorganic acid. Experts C, 

D, H, and I believe that there are no patents on forced oxidation, which has been arguably the 

most important advance in S02 control technology overall, although expert G believes that the 

broad coverage of earlier patents implies coverage for forced oxidation. Expert H was unaware 

of any patents in the area of high velocity scrubbing, an area that has been a particularly 

important technological focus in the last few years. Finally, expert I believed that there is no 

patent on how to effectively wash a mist eliminator. 

Although three questions were asked of the experts regarding their perception of the role 

of patents in the so2 industrial-environmental innovation complex, not all three were equally 

relevant for understanding the context in which variations could occur in the patent propensities 

of organizations in the S02 industrial-environmental innovatim complex. For example, that 

most experts could name specific patented technologies was less relevant to this overall research 

issue than that experts believe some important technologies have no patent coverage. According 

to the trend of other expert statements, this is likely to be a result of patentability issues that 

affect these technologies consistently, rather than a result of variations among innovating entities 

in S02 control. This consistency is important in order to have confidence in patent analysis. It is 

contributed to by the general agreement of experts that there is an increasingly important role, 
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albeit not necessarily a vital one, for patents in S02 control technologies, and that patent 

ownership bestows financial advantages on both private and public innovators (despite 

somewhat weak enforcement). 

Subclass-Based Dataset 

Linkages have been shown in the literature to occur between events external to the firm 

and patent activity. This suggests that patents, which provide public, detailed, and consistent 

technical and organizational information for inventions over a long period of time, can be used to 

develop insights into connections between inventive activity and government actions pertinent to 

S02 R&D, such as new legislation. In order to investigate whether patent activity levels change 

in a corresponding manner with such government actions, it is necessary to generate a dataset 

that correctly identifies patents relevant to S02-control technologies. This dataset should be 

crafted with due consideration to the remaining problem areas notable in the use of patents in 

research, namely the technical difficulties in patent identification and allocation and the 

appearance of qualitative homogeneity among patents.52 In light of the patent identification and 

allocation difficulties, two methods are used in this dissertation to develop such a dataset. In this 

section, a patent dataset is created based on USPC subclasses that are valid for over one hundred 

years. In the next section, a patent dataset is created based on an electronic search of patent 

abstracts (relevant for patents granted in the 1970s through 1990s) that is easier to refine and 

analyze according to technological and organizational categories. In both sections, some 

consideration is made for the qualitative homogeneity of patents based on either their private or 

social value. 

52 The second research problem area- the variety of reasons for patenting in the S02 industrial-enviromnental 
innovation complex- was considered in the previous section. 
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As discussed in the "Patents and the Patenting Process" section above, the majority of 

patent studies identify relevant patents through the use of a patent classification system's 

subclasses. This holds true in research into environmentally responsive innovation, although 

environmental control technology poses additional challenges in patent identification beyond 

those faced in most patent research. 

The two most prominent (and contradictory) previous studies to use patent data to 

understand the relationship between environmental regulation and innovation employ class

based patent location techniques. In the first of these studies, Lanjouw and Mody (1996), the 

authors develop a patent dataset using IPC classes. These IPC classes are determined by first, 

searching IPC class descriptions, and second, using a USPC keyword index in order to determine 

relevant patents and backtrack these patents to their IPC classes. Lanjouw and Mody note that if 

too few IPC classes are used to create the inventive activity dataset, relevant patents will be left 

out. Yet they assume that this will not diminish the relative validity of the dataset as long as all 

"environmentally responsive innovation in a field responds to events in a broadly similar 

fashion." An obvious counterexample to this assumption is the 1979 New Source Performance 

Standards (NSPS) accompanying the 1977 Clean Air Act (CAA), in which the new percentage 

reduction requirements favored technologies with greater removal efficiencies over other 

technologies and approaches. 

In the second of these studies, Jaffe and Palmer ( 1997), the authors identify patents 

through the use of industry patent totals based on the USPTO' s OT AF concordance of USPC 

subclasses to 2 Y2 digit levels of the SIC (based on the industry of production). As mentioned in 

the "Patents and the Patenting Process" section above, this concordance has had limited 

usefulness in patent identification because the vagueness of subclass descriptions has resulted in 
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the inaccurate assignment of many subclasses to multiple SIC codes. Jaffe and Palmer (1997, p. 

614) note that these problems are likely to be particularly harmful in developing datasets 

indicative of inventive activity in industries that rely heavily on equipment suppliers for research. 

As mentioned in Chapter One, industrial-environmental innovation complexes rely heavily on 

environmental equipment suppliers for research since polluting organizations often purchase 

control technology (such as FGD) from environmental equipment and service organizations (see 

Kemp 1997, p. 40). 

Examiner Interview 

Given the shortcomings of the patent identification methods used by these prominent 

previous studies of environmentally responsive innovation (particularly in the case of the S02 

industrial-environmental innovation complex), patent identification expertise was sought from 

the main patent examiner in FGD control, Gary P. Straub (Straub, 1999). Mr. Straub has been 

either the primary or assistant examiner for at least 1, 734 granted patents dating back at least to 

197 6, which is the earliest grant year for which USPTO electronic information is completely 

available. Mr. Straub recommended identifying relevant patents by searching the subclasses he 

regularly checks in order to determine the legal prior art of the patents he examines. Table 3.2 

indicates these subclasses as well as a supplemental set of fuel treatment subclasses relevant to 

pre-combustion removal technologies (identified with an asterisk). For this research, a search 

was conducted of all USPTO patents based on the USPC subclasses contained in this table. 
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TABLE 3.2 

U.S. Classes and Subclasses that Compose the Class-Based Dataset 

USPC Class/ Definition of USPC Class/Subclasses 
Subclasses 

423/242.1-244.11 Class 423, the "chemistry of inorganic compounds," includes these 
subclasses representing the modification or removal of sulfur or sulfur-
containing components of a normally gaseous mixture. 

095/137 Class 095, "gas separation processes," includes this subclass representing 
the solid sorption of sulfur dioxide or sulfur trioxide. 

110/345 Class 110, "furnaces," includes this subclass representing processes to treat 
fuel combustion exhaust gases, for example, in order to control pollution. 

44/622-5* Class 044, "fuel and related compositions," includes these subclasses to 
treat coal or a product thereof in order to remove "undesirable" sulfur. 

Source: U.S. Patent and Trademark Office (2000c) 

Method and Time Series Results 

The result of this search of USPC subclasses was the capture of 2, 681 patents dating back 

to the nineteenth century, which will be called the "subclass-based dataset." USPTO patent 

information for patents granted before 1976 is available through two sources: incomplete 

electronic information for patents beginning with patent 3,552,244, which was granted on 

January 5, 1971, and manual information for all patents, based on a file system organized by 

subclass. This subclass-based file system allows the creation of a consistent patent dataset for 

over one hundred years. Unfortunately, the various data formats of different segments of this 

dataset make detailed technological and organizational analysis a labor-intensive proposition. 

Without a detailed technological analysis, an overall patent activity analysis can be conducted 

with the accepted disadvantage of including some irrelevant patents while excluding some 

relevant patents filed in subclasses other than those included in the creation of the dataset. 

According to Mr. Straub, however, inaccuracies in patent examiner allocations to subclasses are 
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less likely for patents filed before the advent of electronic searching because examiners had to be 

more careful in searching and cross-referencing patents. 

Figure 3.3 displays the number of patents filed over time in S02 control technologies as 

defined by the subclasses listed in Table 3.2.53 Note that prior to 1967, there were never more 

than four patents filed in a given year. This supports the idea that inventive activity in S02 

control can be portrayed as a step-function divided into two main periods. In the first period, 

which includes the years before 1971, patenting activity was low despite government legislation 

dating back to 1955 that authorized research into air pollution abatement methods. In the second 

period, which includes 1971 and all the years succeeding it (here, 1971 to 1996), patenting 

activity never falls below the minimum activity threshold of seventy-six patents per year. The 

pivotal patent filing year that marks the difference between the two periods, 1971, coincides with 

the passage of the 1970 CAA and associated 1971 NSPS for power plant emissions. Precise 

correlation of patent filing activity with legislative dates is difficult as well as potentially 

misleading because of timing issues related both to the inventive and strategic process 

underlying a patent filing decision and to the various twists and turns in the legislative and 

regulatory process. The more than ten-fold increase in patenting activity between 1967 and 

1971, however, is the type of sudden large burst in patenting activity that Griliches ( 1990) 

suggests is certain to indicate a change in external events relevant to the patented technology. 

53 File dates are used for display purposes since these dates are the earliest possible dates linked consistently to a 
patent application and, therefore, to the underlying invention. 

106 

ED_000110_LN_Set200001268-00118 



120 

't:l llO 
~100 
~ 90 
"' = 80 
Q,l 

70 ~ 
~ 60 
'5 50 
:.. 
Q,l 40 .c s 30 = z 20 

10 

0 

FOIA 2014-009508 Interim 5 

FIGURE 3.3 

U.S. Patents Relevant to S02 Control Technology as Identified with the 
Patent Subclass Method 

Year Filed 

Unfortunately, the pattern of alternating peaks in patenting activity in the second period, 

1971 to 1996 (which is revealed in greater detail in Figure 3.4), does not allow a simple 

identification of other obvious bursts in patenting activity. The average number of patents filed 

in a given year from 1971 to 1996 is ninety-six, with a standard deviation of fourteen. Of the 

twenty -six years represented in the 1971 to 1996 period, ten years show patenting levels that 

exceed the average by greater than one standard deviation, for a total of 40% of all the years 

represented. Attempting to associate with external events the four years with the highest patent 

activity levels in this period- 1978, 1979, 1988, and 1992- is ill-advised because of this 

variation. 
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FIGURE 3.4 

Second Period of U.S. Patents Relevant to S02 Control Technology as Identified with the 
Patent Subclass Method 
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Link to Commercial Technology 

In order to gain a rough understanding of the private value of patents in the subclass-

based dataset, the patents in this dataset were compared against the patents embodied in the 

commercial technologies of three prominent organizations in the FGD equipment and services 

industry. The commercially embodied patents were obtained by querying a number ofFGD 

industry actors about the patents in their portfolios that covered their commercially successful 

technologies. The three companies that responded together held almost 40% of the U.S. FGD 

market between 1973-93, based on an analysis of Soud (1994 ).54 Table 3.3 shows the moderate 

percentages of commercially important patents from these companies that were identified 

through the subclass-based search. 

54 These companies are not identified here for confidentiality reasons. 
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TABLE 3.3 

Percent of Patents Covering "Commercially Successful" Technologies 
found in Subclass-Based Dataset 

Company A Company B Company C Total Patents From 
Cmrunercially Connnercially Commercially the 3 Portfolios 
Successful Patents Successful Patents Successful Patents 
(16) (69) (15) 

Subclass-Based 56% 46% 87% 54% 
Dataset (2,681 
Patents Total) 
Finds: 

Although the subclass-based dataset provided a very important insight into the two-

period step-function of patent activity in S02 control (divided by the 1970 CAA and its 

associated 1971 NSPS), its high level of variance and only moderate success in identifying 

patents of private value limits its usefulness in this research. In future work, more effort may be 

expended to refine this dataset further. In this research, however, more detailed technological 

and organizational consideration is given to a dataset that does not exclude as many patents of 

private value in order to obtain subtler insights into the relationship between environmentally 

responsive invention and government actions. 

Abstract-Based Dataset 

This section focuses on crafting and analyzing such a patent dataset. As mentioned 

previously, the dataset discussed here is created based on an electronic search of patent abstracts 

that is relevant for U.S. patents granted in the 1970s through 1990s. The analysis in this section 

spotlights correlations between patent activity and government actions as well as technological 

and organizational details of inventive activity that are relevant to consideration of the effects of 

a variety of government actions on innovation in so2 control. 
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Method and Link to Commercial Technology 

The breadth of mechanical and chemical technologies embodied in FGD systems is an 

important foil to developing a patent dataset of so2 control technologies that includes a high 

percentage of commercially valuable patents. This breadth is illustrated in Figure 3.5, which 

depicts the wide range of IPC subclasses assigned to the commercially important patent portfolio 

of just one of the three companies that responded to queries. Over 40% of this company's 

seventy-seven patents are assigned to completely separate and unique IPC subclasses, while an 

additional13% of its patents only share an IPC subclass with one other company-owned patent. 

In comparison to the thirty-six USPC subclasses used to generate the dataset graphed in Figure 

3.3, this company's commercially relevant patents are filed in forty-one IPC categories (recall 

that IPC subclasses are more general than USPC subclasses). This indicates that a dataset based 

solely on subclasses, regardless of the classification system, is highly unlikely to generate a 

commercially validated patent dataset. 

FIGURE 3.5 

Distribution of One Company's Patents by IPC Subclass 

1 Patent per 
IPC 

2 Patents 
per IPC 

BOlF 3/04 

BOlD 50/00 
BOlJ 8/00 

Note: Total number of patents is seventy-seven. 
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Therefore, a different patent identification strategy was developed based on the abstracts 

of granted patents. With the assistance of CHI Re;earch, a firm that specializes in using patent 

bibliometrics to help corporate and government clients, an electronic search was developed and 

conducted to filter out S02-relevant patents from the full set of U.S. patents granted between 

January 1, 1975 and December 1, 1996 (Albert, 1996; Narin, 1996).55 After deriving likely 

keywords for electronic searching from a consultation of relevant chemical engineering texts on 

FGD process chemistry and design, the search filter algorithm was constructed in two parts. 

First, the search filter eliminated patents with USPC and IPC categories deemed likely to come 

up erroneously in searches based on these keywords. Second, the search filter identified and 

captured patents with abstracts in which these keywords were present in a grouping specified by 

advanced Boolean logic. The result was the creation of an "abstract-based" dataset of 1,593 

patents, which CHI research supplemented with a secondary dataset that was accurately 

predicted to yield a small number of relevant patents (this dataset was based on a keyword search 

of subclass descriptions). Table 3.4 shows the comparative percentages of commercially 

validated patents that were identified in the abstract-based and supplemental datasets, in contrast 

with the subclass-based dataset. The abstract-based and supplemental datasets proved to be more 

effective in identifying relevant patents, although some patents of private value were not 

identified in either dataset. 

55 Complete electronic information for USPTO patents is available only for patents granted after January 1, 1975. 
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TABLE3.4 

Percent of Patents Covering "Commercially Successful" Technologies found in 
Abstract-Based and Supplemental Datasets, versus Subclass-Based Dataset 

Company A Company B Company C Total Patents From 
Commercially Commercially Commercially the 3 Portfolios 
Successful Patents Successful Patents Successful Patents 
(16) (69) (15) 

Abstract-Based 64% 71% 100% 75% 
Dataset (1,593 
Patents Total) + 
Secondary 
Subclass Dataset 
(1,240 Patents 
Total) Finds: 
Subclass-Based 56% 46% 87% 54% 
Dataset (2,681 
Patents Total) 
Finds: 

For each dataset, CHI Research provided summary front page patent and citation 

information generated by three programs run on official weekly USPTO data tapes. The citation 

information went beyond USPTO generated data fields, and included the number of other patents 

in the U.S. patent system which cite the patent in question ("successor" patents) and the number 

of patent and non-patent references of the patent in question ("precursor" patents). These data 

were obtained in a database-ready format. 

Once the abstract-based patent dataset was imported into a relational database, these 

patents were analyzed for their relevance to S02 control technology. Irrelevant patents, as 

judged by a lengthy and labor-intensive reading of the patent abstracts on the basis of their 

intention (to remove S02 emissions from stationary sources) and their technical content, were 

discarded. 56
' 

57 This was an important process since it ensured the most accurate abstract-based 

dataset possible for purposes of association with external events and detailed technological and 

56 Focusing on the patent abstract as the gauge of relevance was effective since, as mentioned previously, the 
abstract summarizes the usefulness of the invention. 
57 In order to avoid interrater reliability problems and simplify the logistics of this process, the patent coder used for 
this research was the author. 
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organizational analysis. The total number of relevant patents in the final abstract-based dataset 

was 1 ,23 7. Each of these patents was coded with a general "technology type" and an "assignee 

type," as listed in Table 3.5. These categories were used to generate time series and histograms. 

TABLE 3.5 

Categories Used to Distinguish Relevant Patents 

Technology Categories & Abbreviations Assignee Categories & Abbreviations 
Post -combustion desulfurization Post Firms Firms 
Pre-combustion desulfurization Pre Individual Indiv 
During combustion desulfurization During Government agencies Gov 
Desulfurized coal gas and synthetic fuels Gas Universities Univ 
Fluidized-bed combustion FBC Contract research organizations Joint 
Desulfurizing agent modification Sorb 
Desulfurization byproduct modification By 
Measurement technologies Measure 

Link between Private and Social Returns to R&D 

In addition to the commercial validation of the patents in the abstract-based dataset, the 

qualitative homogeneity problem concerning the use of patents in research was addressed 

through two further approaches. In the first approach, the private value of patents in the abstract-

based dataset was considered through the use of patent renewal data, in the tradition of Lanjouw, 

Pakes, and Putnam (1998), Pakes and Schankerman (1984), Pakes and Simpson (1989). In the 

second approach, the social value, or technological importance, of these patents was considered 

through their citation rates in other U.S. patents. This follows the tradition of Albert et. al. 

(1991 ); Carpenter, Narin, and Woolf (1981 ); Jaffe, Trajtenberg, and Henderson (1993); Narin 

(1994a); Narin (1994b); Narin and Olivastro (1988); and Trajtenberg (1990). 

a) Private Returns - Patent Renewal Data 

As mentioned in the "Patents and the Patenting Process" section above, patent renewal 

fees were first introduced for U.S. patents filed on and after December 12, 1980. A number of 
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previous researchers have used the payment of patent renewal fees due 3 lh, 7 lh, and 11 Y2 years 

from the patent grant date as an indicator of the private value of patenting. The payment of the 

renewal fee after the first 3 Y2 year period was the test of private value used in this dissertation 

(in order to keep the sample of patents eligible for renewal fee testing large enough for a useful 

comparison). This limited the number of S02-relevant patents for which renewal data would be 

useful to those filed after December 12, 1980 and before April2, 1994, for a total of 608 patents. 

Table 3.6 displays the percentages of relevant patents that were renewed after the first 3 

Y2 year maintenance fee period, as broken down by technology type, assignee type, and inventor 

nation of origin. The overall percentage of patents that were renewed after the first 3 Y2 year 

period was 84%, which is in line with the finding in Griliches (1990, p. 1681) that 84% of all 

USPTO patents filed between 1981 and 1984 were renewed after the same first maintenance 

period. A continued comparison to the Griliches (1990) data shows that a slightly higher 

percentage ofU.S.-owned S02-control relevant patents were renewed compared to the USPTO 

average (86% versus 83% ), while a lower percentage of foreign-owned S02-relevant patents 

were renewed compared to the USPTO average (80% versus 85%). Griliches (1990) also cites 

an unpublished manuscript by Manchuso, Masuck, and Woodrow (1987) that analyzed a smaller 

sample ofUSPTO data. A comparison to this Manchuso, Masuck, and Woodrow (1987) study 

shows a smaller gap between the percentage ofU.S.-owned patents renewed in the S02-relevant 

and overall USPTO datasets (86% versus 87%). A wide disparity is seen, however, between the 

Manchuso, Masuck, and Woodrow (1987) data on the renewal of individually owned patents. In 

the S02-relevant dataset, 100% were renewed after the first 3 Y2 year period while in the overall 

USPTO dataset, only 61% were renewed. The high percentages of S02-relevant patents renewed 

may, however, be consistent with the finding in Manchuso, Masuck, and Woodrow (1987) that 
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"chemical" patents are maintained at the highest rates in the USPTO dataset, since S02-control 

processes are large chemical engineering systems. 

TABLE 3.6 

Relevant Abstract-Based Patent Renewal Percentages 
by Category after First 3 lJ2 Year Period 

Percent of Patents Renewed Percent of Patents Renewed Percent of Patents Renewed 
by Technology Category by Assignee Category by Inventor Nation 

Post 85.3 Firms 83.3 U.S. 86.1 
Pre 82.1 Indiv 100.0 Germany 71.9 
During 86.8 Gov 78.9 Japan 97.6 
Gas 82.6 Univ 95.0 Canada 90.0 
FBC 78.6 Joint 84.4 Other Nations 77.1 
Sorb 85.2 
By 81.0 
Measure 100.0 

b) Social Returns - Citation Data 

A number of previous studies have used counts of the patents that cite a given patent in 

their prior art in order to indicate the social value, or importance to technological knowledge, of 

that patent. Those patents with higher citation rates in later patents are considered more 

important to the overall technical community. In this analysis, highly cited patents were used to 

refine the understanding of the technical focus of inventive activity as well as the locus of that 

activity in so2 control technology. 

Table 3.7 indicates the range of citations the S02-relevant dataset received from other 

patents in the USPTO database at the time of this analysis. The average number of cites received 

by these patents was five. 

TABLE 3.7 

Distribution of Cites Received for S02-Relevant Patents 
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Cites Number Cites Number Cites Number Cites Number 
Received of Patents Received of Patents Received of Patents Received of Patents 
0 240 5 53 10-14 117 50-59 0 
1 157 6 69 15-19 54 60-69 1 
2 153 7 46 20-29 27 
3 123 8 61 30-39 3 
4 98 9 33 40-49 2 

Since patents with older grant dates have a longer period of time in the public domain 

than patents with newer grant dates, and thus have a greater opportunity for being cited by later 

patents, these citation numbers could not be used as a direct treasure of the social value of 

patents. Scaling each S02-relevant patent's citation number by a "grant year specific adjuster" 

made it possible to create a "highly cited" patent dataset of 110 patents that could be used for 

comparative purposes against the technology, assignee, and geographic statistics of the overall 

abstract-based dataset. Two steps underlay the construction of the grant-year specific adjusters. 

First, for each grant year in the abstract-based dataset, the total number of references (in patents 

from 197 5-199 5) to patents granted in that year was divided by the total number of patents 

granted in that year that were cited at least once. The results of this stage in the adjuster creation 

process are displayed in Figure 3.6. Second, the mean value of the time series displayed in 

Figure 3.6 (5.52) was then divided by each year's Figure 3.6 y-value to derive the grant year 

specific adjuster. 
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FIGURE 3.6 

Cites Received per Patent based on Patent Grant Year 
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Each patent's number of cites received was then multiplied by its grant year-specific 

adjuster to arrive at a scaled number of cites received. The patents were then sorted by their 

scaled number of cites received, in ascending order, and a cumulative distribution function was 

created (as shown in Figure 3.7). The patents with adjusted citation numbers greater than 90% of 

all other patents (at an adjusted citation rate of 11 or more cites received) were chosen for the 

highly cited data set. 

FIGURE 3.7 

Cumulative Distribution Function of S02-Relevant Patents by Adjusted Citation Numbers 
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Results 

a) Overall Inventive Activity 

Figure 3.8 displays the time series, by file date, of overall patenting activity in S02-

relevant technologies as identified through the manual examination of the patents in the abstract-

based dataset. Although the patents in the abstract -based dataset were granted between January 

1, 1975 and December 1, 1996, these patents were filed between 1969 and 1995. Figure 3.8 only 

captures those granted patents that were filed between 1974 and 1993, however, in order to avoid 

"lag effects" at either end of this trend line. 

FIGURE 3.8 

Trend in U.S. Patents relevant to S02 Control Technology as 
Identified in the Abstract-Based Dataset 
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These lag effects exist because of the varying length of time it takes to grant a patent after 

its application is first filed. Table 3.8 demonstrates the variation in the time lag between the 

filing and granting of patents in the S02-relevant abstract-based dataset. The average percent of 

patents granted in a given year that were filed within the previous three years is 91.2%, while the 

average lag for all patents in the dataset was almost two-and-a-half years. In order to avoid lag 

effects at either end of the trend line in Figure 3.8, patents granted in 1976 and 1977 are included 
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only if they have a file year of 1974 or later, while patents granted in 1995 and 1996 are included 

only if they have a file year of 1993 or earlier. 

TABLE 3.8 

Lags Between File Dates and Grant Dates for S02-Relevant Patents Over Time 

~ 
Over Entire 1975-80 1981-85 1986-90 1991-96 
Time Period 

0-1 Years 88 16 13 29 30 
1-2 Years 740 214 177 155 194 
2-3 Years 299 103 77 60 59 
3-4 Years 76 34 17 14 11 
4-5 Years 21 11 2 3 5 
5-6 Years 5 1 3 1 0 
6-7 Years 5 1 0 4 0 
7-8 Years 3 0 0 3 0 
Total Patents 1,237 380 289 269 299 

A vera~e Patent La~ in Years 2.4 2.5 2.4 2.4 2.2 

The abstract-based patent dataset depicted in Figure 3.8 for 1974 to 1993 displays 

considerably less variation than the second patent activity period (1971 to 1996) of the dataset of 

S02-relevant USPC subclasses depicted in Figure 3.4 .58 Of the 1,105 patents displayed in Figure 

3.8, the average number of patents filed in a given year is fifty-five patents, with a standard 

deviation of nine. Only five of the twenty years represented in Figure 3.8 show patenting levels 

that exceed the average by greater than one standard deviation. This is a lower proportion (25%) 

than was exhibited in Figure 3.4, where 40% of the years showed fluctuations exceeding one 

standard deviation (fourteen) over the average number of patents (ninety-six). A further 

indication of the comparative lack of variation of Figure 3.8 is the fact that the highest yearly 

percentage increases in patent filing activity occur in 1978 (40.4%), 1988 (25.9%), and 1992 

(3 7.5% ), which coincide with the highest absolute levels of patenting activity in Figure 3.8. This 

58 This patent activity period is more useful for comparison with the abstract-based dataset than the entire subclass
based dataset because it addresses a similar time frame. 
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behavior was not seen in 1971 to 1996 in the subclass-based dataset, where the highest yearly 

percentage increases in patent filing activity occur in 1971 (59 .2% ), 1973 (3 9. 0% ), 1977 

(32.9%), and 1990 (46.1%) while the peak patenting years occur in 1978, 1979, 1988, and 1992. 

It is interesting to note a further difference between the abstract-based and subclass-based 

datasets. When computing an average trend line for both datasets based on the same time period 

(1974 to 1993), the abstract-based dataset exhibits a slightly negative slope (-0.59) while the 

subclass-based dataset shows a roughly flat, although positive slope (0.09). 

b) Regression Analysis of the Abstract-Based Dataset 

The two datasets share a very interesting similarity: both exhibit peak patent filing 

activity in the same four years (1978, 1979, 1988, and 1992). This lends credence to the 

existence of these peaks and the likelihood that they represent true "bursts" in patenting activity 

that Griliches (1990) suggests is indicative of a change in external events relevant to the patented 

technology. In this research, however, only limited attempts have been made to model patent 

filing activity as a result of inventor awareness of specific government actions (the change in 

external events predicted to be most relevant to patents in S02 control technology). This is 

because the number of valid years for the dependent variable of patent filing activity in the more 

refined, abstract-based dataset is only twenty. As befits the limited statistical power of a model 

of this dataset, a simple least-squares regression approach was used in which a dummy variable 

is "turned on" when the inventor is likely to be showing strong responses to a government action 

and then "turned off' when the situation returns to the status quo. The potential national 

government actions that an inventor may respond to are listed in Table 3.9, with summary 

information encapsulated from Chapter Two. They are also indicated on the X-axis of Figure 

3.8. For the purpose of associating these government actions with the patent file years in Figure 
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3.8, the enactment date of each action is roundedto the nearest January, and the enactment year 

is defined as the year in which that January occurs. 

TABLE 3.9 

Government Actions with Potential for Modeling against Patent Filing Activity 

Government Action Title and Enactment Summary and Implications 
Abbreviation Date and Year 

for Analysis 
1971 New Source Performance December 1971 Maximum allowable emission rate for new and modified 
Standard (1971 NSPS) (1972) sources was 1.2 lbs of S02 /MBTU heat input. This 

effectively required a 0-85% so2 removal, depending on 
coal properties. 

1977 Clean Air Act Amendments August 1977 Directed EPA to implement new source performance 
(1977 CAA) (1978) standard for so2 based on a percentage reduction from 

uncontrolled levels. This was intended to promote 
universal scrubbing at new plants. 

1979 New Source Performance June 1979 S02 limit of 1.2 lb/MBTU and a 90 percent reduction, or 
Standard (1979 NSPS) (1979) 0.6 lb/MBTU and a 70 percent reduction for new sources. 

This sliding scale favored wet scrubbing for high sulfur 
coals and dry scrubbing for low sulfur coals. 

1985 Clean Coal Technology December 1985 $2.5 billion government cost-sharing program operated 
Demonstration Program (1985 CCT) (1986) by DOE in order to demonstrate advanced coal 

technologies at a commercially-relevant scale. Some of 
these technologies addressed so2 control. 

1987 Clean Air Act Amendments (1987) Serious but unsuccessful attempt to overhaul the CAA, 
Senate Attempt (1987 CAA Try) with particular emphasis on tightening acid rain precursor 

controls. Federal government would subsidize the capital 
cost of installing scrubbers. 

1990 Clean Air Act Amendments November 1990 Uses emission allowance trading to achieve a cap in 2010 
(1990 CAA) (1991) of 8.95 million annual tons of so2 through two phases. 

Phase I (1995-1999) applied aggregate emission limit of 
2.5 lb/MBTU to 261 existing generating units. Phase II 
(2000-1 0) applies aggregate emission limit of 1.2 
lb/MBTU to about 2,500 existing generating units. 

Three sets of government actions were chosen for analysis. In the first, "Enacted" set, 

only enacted legislative and regulatory government actions were considered (the 1970, 1977, and 

1990 CAAs were eligible for this set of government actions, along with the 1971 and 1979 

NSPS). In the second, "Enacted Plus CCT" set of government actions, the enacted legislative 

and regulatory government actions were considered and supplemented with the government 

subsidy of the 1985 Clean Coal Technology Demonstration Program. In the third, "Enacted Plus 

Anticipated" set of government actions, enacted legislative and regulatory events were 
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considered and supplemented with a prominent legislative action that ultimately did not succeed, 

the 1987 Senate attempt to reform the CAA. 

Equation 3.1 depicts the regression equations of these three sets of government actions 

against patent activity levels, based on two inventor-awareness dummy variable windows 

associated with different types of government actions. These dummy variable windows were 

assigned based on simple assumptions about the inventive and legislative processes.59 First, for 

enacted legislative and regulatory events, the dummy variable was activated both during the year 

of enactment and during the year directly after enactment, then ~activated for the rest of the 

time period. Activating the inventor-awareness window during the year of enactment allowed 

for one year of anticipative invention to lead to a patent application, with that year beginning one 

year prior to enactment (in other words, invention occurred while the legislative or regulatory 

event was under consideration). Continuing the inventor-awareness dummy variable activation 

into the year after enactment allowed the impetus for invention sparked by the government action 

to continue but also to be only temporary. It also reflected the two-year lag between pollution 

abatement expenditures and patent activity found across environmental media in Lanjouw and 

Mody (1996). Second, for anticipated legislative events (only considered to apply in the case of 

the 198 7 attempt to reform the CAA ), the dummy variable was activated only during the year 

after legislative consideration. The activation of this shortened inventor-awareness window 

allowed for one year of invention during the year of legislative consideration to lead to a patent 

application, as in the enacted legislative case. It also gave less weight to the impetus for 

invention sparked by the anticipation, rather than the enactment, of legislation. 

59 Assumptions had to be made to combat uncertainties revolving around both the length of these processes and the 
fact that not every patent application is filed as the result of new inventive activities. 
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EQUATION 3.1 

Regression Equations with Dummy Variables based on Sets of Government Actions 

(a) Government Actions: Enacted Set. Dummy variables activated during the year of enactment 
and in the year following the year of enactment, as defined in Table 3.9. 

where 
y = number of patents filed 
D1 = 1 for 1978 and 1979, 0 otherwise (enactment of the 1977 CAA) 
D2 = 1 for 1979 and 1980, 0 otherwise (enactment of the 1979 NSPS) 
D3 = 1 for 1991 and 1992, 0 otherwise (enactment of the 1990 CAA) 

(b) Government Actions: Enacted Plus CCT Set. Dummy variables activated during the year of 
enactment and in the year following the year of enactment, as defined in Table 3.9. 

where 
y = number of patents filed 
D1 = 1 for 1978 and 1979, 0 otherwise (enactment of the 1977 CAA) 
D2 = 1 for 1979 and 1980, 0 otherwise (enactment of the 1979 NSPS) 
D3 = 1 for 1986 and 1987, 0 otherwise (enactment of the 1985 CCT) 
D4 = 1 for 1991 and 1992, 0 otherwise (enactment of the 1990 CAA) 

(c) Government Actions: Enacted Plus Anticipated Set. Dummy variables activated during the 
year of enactment and in the year following the year of enactment, as defined in Table 3.9. In 
the case of the anticipated government action, dummy variable activated in the year after 
legislative consideration. 

where 
y = number of patents filed 
D1 = 1 for 1978 and 1979, 0 otherwise (enactment of the 1977 CAA) 
D2 = 1 for 1979 and 1980, 0 otherwise (enactment of the 1979 NSPS) 
D3 = 1 for 1988,0 otherwise (the 1987 CAATry) 
D4 = 1 for 1991 and 1992, 0 otherwise (enactment of the 1990 CAA) 

Note: In each dummy variable set, the 1970 CAA and 1971 NSPS were excluded from 
consideration because they were outside the Figure 3.8 time frame. 

The results of this model for the three sets of government actions are shown in Table 

3.10. For the Enacted and Enacted Plus CCT sets of government actions, the square of 
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correlation (r2 value) shows that almost half of the variance in Figure 3.8 can be explained by the 

(a) and (b) dummy variable regressions depicted in Equation 3.1. Interestingly, the fraction of 

the variance accounted for (0.49) does not change regardless of whether the 1985 CCT 

subsidization program is included in the set of government actions. The Enacted Plus 

Anticipated set of government actions, however, demonstrates that a higher fraction of the 

variance in Figure 3.8 (0.64) can be explained through the (c) dummy variable model in 

Equation 3 .1. In addition, note that the Enacted Plus Anticipated set of government actions also 

has a higher (and more significant) ANOV A F-Statistic result than the other two sets of 

government actions (6.64 versus 5.13 and 3.67).60 Both results indicate that this set of 

government actions appears to correlate more strongly with patent activity levels than the other 

two sets of government actions. 

TABLE 3.10 

Model Results for Regressions in Equation 3.1 

Regression (a) Regression (b) Regression (c) 
Government Enacted Enacted Plus CCT Enacted Plus Anticipated 
Action Set 
Intercept 52.76 53.03 51.70 

Coefficients B1 = 21.82 B1 = 21.65 B1 = 22.53 
B2=-1.17 B2 = -1.35 B2 = -0.47 
B3 = 4.24 B3 = -2.03 B3 = 16.30 

B4 = 3.98 B4 = 5.30 
Square of 0.49 0.49 0.64 

Correlation (r2
) 

ANOVAF- 5.13 3.67 6.64 
Statistic 

F -Statistic 0.01 0.03 0.00 
Significance 

60 Recall that the ANOV A F-Statistic is a test of structural change in which the estimated model is compared against 
a model in which the dependent variable is regressed on a constant. 
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c) Expert Analysis of the Abstract-Based Dataset 

Because the regression analysis of patent filing activity as a result of government actions 

is somewhat limited by the small number of observations in Figure 3.8, expert opinion was 

solicited to help interpret the pattern exhibited in Figure 3.8. Only one of the twelve experts 

interviewed, expert D, refused to make any suppositions about Figure 3.8. For both the 1978 

peak and the 1992 peak in patent filing activity, ten of the remaining eleven experts supported 

the regression results by suggesting independently that the peaks were due to related legislative 

and regulatory events (for the 1978 peak, the 1977 CAA and the 1979 NSPS, and for the 1992 

peak, the 1990 CAA).61 In the case of the 1978 peak, the eleventh expert (expert E) suggested 

that this peak could have resulted from inventive activity from a few years earlier when there 

was a strong expectation of a big potential S02 control market in the U.S., as described in 

Chapter Two. In the case of the 1992 peak, the eleventh expert (expert H) did not attempt to 

explain it. 

The peak in patent filing activity in 1988 elicited a more varied range of explanations 

from experts, however. In the context of this peak, nine of the eleven experts- A, C, E, F, H, I, 

J, K, L- mentioned a heightened public and legislative awareness of acid rain in the mid- to late-

1980s. Eight of these experts (all but expert I) mentioned an anticipation oflegislation related to 

this problem (that might potentially take the form of an overhauled CAA), and explained that the 

result of this anticipation was an intensification of technological demonstrations and testing of 

moderate S02 removal technologies. Expert K directly related the 1988 peak to an anticipation 

61 In addition, experts A and G gave the 1990 CAA credit for renewing interest in S02 control technologies, 
especially in the area of lowering costs to compete with fuel switching, while expert K attributed the drop-off in 
patenting activity after 1992 to the growing awareness that the scrubber market was not going to be as large as had 
been initially anticipated. 
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of legislation that was likely to result from the findings of the National Acid Precipitation 

Assessment Program.62 Although no expert specifically mentioned the 1987 Senate effort to 

overhaul the CAA, these statements about the anticipation of legislation lend support to the 

regression results based on the Enacted Plus Anticipated set of government actions. Two experts 

did not mention acid rain legislation in the context of the 1988 peak in patent filing activity, 

however. One had no suggestion to explain the peak (expert B) and the other tied the peak to the 

R&D results ofEPRI and Radian (a major architect and engineering firm) at the time (expert G). 

Expert G's statement, of course, does not exclude the possibility that anticipation of acid rain 

control legislation was behind some of this R&D. 

In addition to these explanations of the peaks in patent filing activity, in their discussion 

of the trend line in Figure 3.8 the experts spoke to a limited extent on what factors contribute to 

patent activity in the S02 industrial-environmental innovation complex. The experts appear to 

believe both that patent filing activity in so2 control reflects the perception of demand for so2 

control technologies (which is shaped by government actions), while it also reflects the level of 

new ideas and technological changes in S02 control. This is particularly clear in the statements 

of two experts who discussed the overall negative slope of patent filing activity in Figure 3.8. 

Expert A explained the gradual decline of patenting activity after the peak in 1978 as 

representing a dearth of new technological changes, while expert J explained the phenomenon as 

representing an absence of new technological ideas worth patenting. These same two experts, 

however, concur with the interpretation of the majority of the experts that patent peaks were 

related to government actions or the anticipation of government actions. This raises the question 

62 The U.S. National Acid Precipitation Assessment Program (NAP AP) was established in the Acid Precipitation 
Act of 1980. The NAPAP program was a ten-year, $500 million, multidisciplinary study of the science and 
technology issues involved in acid precipitation (Irving, 1990). 
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of whether government actions inspire new ideas beyond simply motivating profit-seeking 

inventors to escalate inventive activities in the anticipation of an increased government-action-

induced demand for so2 control technologies. 

d) Inventive Activity by Technology, Assignee, and Inventor Nation of Origin 

This section considers the technologies and organizations underlying the patents in the 

S02-relevant dataset. It specifically pursues the question of how inventive activity in S02 

control differs by technology and assignee type, as well as by the inventor's nation of origin. 

Figures 3.9 through 3.11 show the proportional representation, according to technology, 

assignee, and geographic categories, of the 1,23 7 abstract-based patents in comparison with the 

110 highly cited patents.63 Note the dominance of post-combustion control technology as the 

major focus of inventive activity among the various technology categories, with pre-combustion 

technology the second most important type of patented technology. Also note the dominance of 

firms among the various assignee types granted S02-relevant patents (although the U.S. 

Department ofEnergy is the specific assignee with the highest number of patents). 

63 Recall that these categories are listed in Table 3.5 and that highly-cited patents are considered to be particularly 
important technologically. 
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FIGURE 3.9 

Proportions of Abstract-Based and Highly Cited Patent Datasets by Technology Type 

Patented TechnologyTypes 

FIGURE 3.10 

Proportions of Abstract-Based and Highly Cited Patent Datasets by Assignee Type 

Patent Owne1· Type 

FIGURE 3.11 

Proportions of Abstract-Based and Highly Cited Patent Datasets by Inventor Nation of Origin 
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In Figure 3.9, the abstract-based dataset and the highly cited dataset demonstrate that they 

consist of roughly similar proportions of patents related to specific technologies. Z-tests were 

conducted to determine the statistical significance of the differences between the two datasets of 

values for a given technology type.64 Only during-combustion technology and fluidized-bed 

combustion technology exhibited statistically significant differences in proportions between the 

two datasets (at the 99% and 98% confidence levels, respectively). While there is no definitive 

explanation for this, one possible reason for the smaller percentages in the larger dataset is the 

absence of many new or major technical changes in these technologies. Those technical changes 

that do occur in these technologies appear to be important, however, considering the greater 

proportion of highly cited patents attributed to these technologies. Another possible explanation 

for the proportional discrepancy is that patenting activity in these technologies may reveal more 

information to other innovating entities than patenting activity in other types of technologies, so 

patent protection is only sought for important innovations. 

In both Figure 3.10 and Figure 3.11, the abstract-based dataset and the highly cited 

datasets demonstrate that they consist of quite similar proportions of patents related to specific 

types of assignee and inventor nations of origin. According to Z-tests, no differences in 

proportions between these two datasets were statistically significant for any type of assignee or 

specific inventor nation of origin. 

The USPTO reports statistics for individually-owned, government-owned, and university-

owned patents for the overall USPTO dataset based on assignee categories defined in the same 

way as in this research. Data in National Science Board (1999) reveal some differences in the 

64 The Z-statistic calculation is: z = (p- p) 1 ~ p(l~p) . In this calculation, the proportion of the sample population 

(the highly cited dataset) with a characteristic of interest is standardized by subtracting the mean of the sampling 
distribution. The result is then divided by the standard deviation of the sampling distribution, with the final Z
statistic compared against the standard normal distribution in order to determine significance (Moore, 1995, 269-71). 
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proportions of these assignee categories with respect to all USPTO patents versus S02-relevant 

abstract-based patents. First, after business entities, individuals are the preeminent owners of 

USPTO patents with origins in the U.S., with an average of24% of all patents granted prior to 

1982 and 23-27% of patents granted since then (National Science Board, 1999). In contrast, only 

13% of S02-relevant patents are assigned to individuals. Second, in the 1963-82 period, 

government-owned patents consisted of 3.4% of U.S. originated patents in the USPTO, with 

declining proportions since 1982. In contrast, government-owned patents consist of 5% of S02-

relevant patents. Finally, about 3.3% of the U.S.-owned patents granted in the USPTO in 1995 

were assigned to universities and colleges, while 4% of S02-relevant patents are thus assigned. 

Table 3.11 summarizes the proportions of individual, government, and university-owned 

patents in the USPTO dataset and in the S02-relevant abstract-based dataset. The proportion in 

parentheses in Table 3.11 is the value used to run z-statistic tests of significant differences 

between the two datasets. These differences are indeed significant at the 99% level for all three 

assignee categories. Although there are no definite explanations for these differences, two 

hypotheses seem plausible. First, the lower proportion of patent ownership by individuals in the 

S02-relevant dataset is probably attributable to the size and complexity ofFGD systems. 

Second, the higher proportion of patent ownership by government agencies and universities in 

the S02-relevant dataset is probably due to the importance of non-market incentives for 

innovation in so2 control. 
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TABLE 3.11 

p ti fUS 0 d USPTO d SO R I tP t t b A . T ropor ons o . . - wne an 2- e evan a ens ,Y ss1gnee l ype 
Assignee Type Proportion in Overall Proportion in SOrRelevant 

USPTO Datasee Abstract-Based Dataset 
Individuals 23-27% (25%) 13% 
Government ~3% (3%) 5% 
Universities ~3% (3%) 4% 
a Data from National Science Board (1999) 

Just as the USPTO reports patent statistics for assignee categories, it also reports patent 

statistics for various inventor nations of origin. Table 3.12 indicates the comparative proportions 

of American, Japanese, and German-owned patents in the overall USPTO dataset and in the SQ-

relevant abstract-based dataset. The differences between the proportions in the two datasets are 

all statistically significant. One particular difference between these two datasets is interesting: 

the S02-relevant abstract-based dataset exhibits a much higher percentage ofU.S.-invented 

patents than the USPTO dataset. This is of note since Japanese and German innovations and 

companies played important roles in the development of S02 control technology. Japan was an 

early user of FGD systems in the 1960s and 1970s, while Germany became a major FGD user in 

the mid-1980s. Despite these important roles, however, archival information and expert 

testimony support the U.S. dominance in S02-related patents when they point to the leadership 

role of the EPA, EPRI, and U.S. FGD equipment and services organizations in R&D and in 

meeting U.S. electric utility needs. 

TABLE 3.12 

Proportions of USPTO and S02-Relevant Patents by Inventor Nation of Origin 
Inventor Nation of Origin Proportion in Overall Proportion in SOrRelevant 

USPTO Dataseta Abstract-Based Dataset 
U.S. 54% 73% 
Japan 23% 7% 
Germany 15% 11% 
a Data from National Science Board (1999) 
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e) Technology-SpecifJC Inventive Activity 

This section further investigates the question of how inventive activity in S02 control 

differs by technology type. In previous sections, analysis was based either on the subclass-based 

patent dataset, the S(h-relevant abstract-based patent dataset, the highly cited abstract-based 

patent dataset, or the entire USPTO system. In this section, analysis is based only on the S02-

relevant abstract -based patent dataset as broken down by technology category. Table 3 .13 

displays the breakdown of each technology type by assignee type and inventor nation of origin. 

Boldfaced figures in this table indicate the highest percentages achieved by each assignee type or 

inventor nation in any of the seven technology type datasets. Italicized numbers in this table 

indicate the lowest percentages. 

TABLE 3.13 

S02-Relevant Abstract-Based Dataset Technology Types Broken Down by Assignee Type 
and Inventor Nation of Origin 

Post Pre Gas During FBC Sorb By 
Assignee Types 
Firm 75% 66% 84% 77% 63% 60% 78% 
Gov't 3% 8% 9% 4% 17% 12% 4% 
Indiv 15% 16% 5% 15% 7% 7% 19% 
Joint 3% 2% 2% 4% 11% 3% 0% 
Univ 4% 8% 0% 0% 2% 18% 0% 
Inventor Nations 
U.S.A. 69% 91% 68% 77% 65% 75% 57% 
Germany 13% 3% 9% 6% 4% 10% 26% 
Japan 9% 1% 7% 0% 11% 7% 7% 
Canada 2% 2% 1% 8% 2% 3% 0% 
Others 6% 2% 16% 10% 17% 5% 9% 

From these data, two main observations can be made regarding the nature of inventive 

activity and how it differs according to the type of S02 technology. The first relates to the nature 

of patenting in S02 control technologies by the federal government. Of the various assignees in 
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the abstract-based dataset, the U.S. Department of Energy (DOE) directly holds the highest 

number of patents (3 8), while the U.S. Environmental Protection Agency (EPA) directly holds a 

non-negligible number of patents ( 4 ).65 Table 3.13 shows the types of technology patents that 

government actors hold in the abstract-based dataset. Note that the government owns only 3% of 

all patents in the commercially dominant post-combustion control technology category, but owns 

17% of the patents in the much less commercially prevalent fluidized-bed combustion S02 

technology. Figure 3.12 casts light on this finding, as it demonstrates the percentages ofDOE 

and EPA R&D spending on basic research, applied research, and development in 1985 to 1995.66 

Note the large proportions of DOE and EPA R&D spent on (officially non-commercial) basic 

research (DOE 16%, EPA 25% ).67 These percentages are much higher than the 7% of R&D 

spending on basic research during this time period for all U.S. industry (based on similar 

National Science Board (1999) figures in millions of constant 1987 dollars ).68 The most 

commercial R&D activity, development, shows the converse relationship between government 

and industry expenditures (DOE 26%, EPA 51%, industry 70% ). These expenditure figures 

65 Recall that prior to the Federal Technology Transfer Act of 1986 and Executive Order 12591 of Aprill987, 
agencies like EPA and DOE were not subject to considerable pressure to obtain patents. In the case of the EPA, its 
history of engaging in cooperative R&D activities with utility/vendor teams influenced its typical patent strategy. 
According to expert K, the EPA prefers to have private partners assigned its patented inventions (with a statement of 
government interest at the bottom of the patent that gives the government the right to retain use of the invention). 
Either the private partner will be identified before the patent application is filed or a partner will be found after the 
patent application is filed and then announced to the public through publications such as the Federal Register. 
66 The National Science Board (1999, p. 4-9) provides definitions of these R&D activities, which are based on the 
somewhat unrealistic linear model of the innovation process (origins in Bush, 1945) that is still used in government 
data collection. Basic research "advances scientific knowledge but does not have specific immediate connnercial 
objectives, although it may be in fields of present or potential conunercial interest." Applied research is "oriented to 
discovering new scientific knowledge that has specific conunercial objectives with respect to products, processes, or 
services." Development is "the systematic use of the knowledge or understanding gained from research directed 
toward the production of useful materials, devices, systems, or methods, including the design and development of 
prototypes and processes." 
67 In more complex views of the relationship between science and the conunercialization of technology than the 
linear model of basic research, applied research, and development that originated with Bush (1945), basic research is 
seen to have potential practical application beyond that gained from pure science (see, among others, Stokes, 1997). 
68 Data are not available solely for utilities and FGD equipment and services organizations. 
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point to a stronger interest by the DOE and EPRI in research with less immediately practical 

implications, and this interest is born out in the patent ownership figures above. 

FIGURE 3.12 

DOE and EPA R&D by Character of Work, 1985-95 

Source: National Science Board (1999) 

E::l Basicresearch 

D Applied Research 

D Development 

Table 3.13 also provides the opportunity to consider the nature of patenting in S02 

control technologies by various countries. Note that the highest percentage of S02-related 

patents invented in the U.S. is in pre-combustion technology (91 %), while the lowest U.S. 

percentage is in byproduct modification (57%). This is particularly interesting since German 

inventive activity shows the exact opposite pattern (3% of pre-combustion patents, 26% of 

byproduct modification patents). These inventive activity patterns support a consistent story 

behind innovation in these technological pathways. The U.S. has historically relied on eastern 

coal reserves that have relatively high sulfur content, with a high proportion of pyritic sulfur that 

is amenable to physical separation (or coal cleaning). Germany, on the other hand, has 

predominantly low pyrite coals that are not readily cleanable. It is to be expected, then, that U.S. 

inventors would be disproportionately interested in researching ways to remove sulfur from U.S. 
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coal. Meanwhile, Germany, unlike the U.S., has geographic and political constraints against 

large landfills ofFGD by-product. Germany also has a dearth of natural gypsum, and has found 

a good use for FGD byproduct as a substitute for this resource. It is to be expected, then, that 

German inventors would engage in a higher level of research into the technologies that would 

make FGD byproduct useful. 

f) Regression Analysis of Technology-Specific Inventive Activity 

Inventive activity in S02 control by technology type varies not just according to assignee 

type and inventor nation of origin, but also across time. Table 3.14 provides some basic statistics 

for each technology type for the 197 4 to 1993 time period. This table demonstrates that, with the 

exception of sorbent modification technologies, each of these technology datasets exhibits the 

same overall degree of variation as the full dataset of S02-relevant abstract-based patents 

depicted earlier in Figure 3.8. 

TABLE 3.14 

Size and Noise of Datasets Based on Technology Type 
drawn from S02-Relevant Abstract-Based Dataset 

Technology Type in Patent Dataset Patents, Years (out of 20) when 
1974-93 Patents exceed Average 
(out of by at least one 

1,105 Total) Standard Deviation 
Post -combustion desulfurization (Post) 574 
Pre-combustion desulfurization (Pre) 196 
During combustion desulfurization (During) 126 
Desulfurized coal gas and synthetic fuels (Gas) 49 
Fluidized-bed combustion (FBC) 44 
Desulfurizing agent modification (Sorb) 55 
Desulfurization byproduct modification (By) 50 
Measurement technologies (Measure) 6 

5 
5 
5 
5 
5 
7 
5 
5 

Each of these technology types (except for measurement technologies, due to their small 

number of observations) can be a patent dataset analyzed according to regression techniques 
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such as those in section (b) above. Recall that three sets of government actions were defined in 

that section, the Enacted, Enacted Plus CCT, and Enacted Plus Anticipated sets.69 In addition, 

two inventor-awareness dummy variable windows were defined in Equation 3.1 that 

corresponded with either enacted or anticipated government actions. Overall, three regression 

equations were run against the dependent variable of the total number of patents filed in a given 

year. Table 3.10 demonstrated that regression (c), which corresponded with the Enacted Plus 

Anticipated set of government actions, best explained the variance of patent activity in the 

overall abstract-based dataset. 

Even though the Enacted Plus Anticipated set of government actions proved most 

explanatory for the combined set of technologies in the abstract -based dataset, this set of 

government actions might not explain the variance in individual technologies equally well. For 

this reason, regression equations identical to those in Equation 3 .1 (except for the dependent 

variable) were run against the total number of patents filed in a given year in each technology-

specific dataset. Table 3.15 indicates the results of these regression analyses. The Enacted Plus 

Anticipated set of government actions explains a high fraction of the variance in the pre-

combustion technology dataset (0.66) and a moderate level of the variance the fluidized-bed 

combustion technology dataset (0.41) at a 95% confidence level or better. In addition, the 

Enacted Plus CCT set of government actions significantly explains a high fraction of variance in 

both the pre-combustion (0.66) and the fluidized-bed combustion (0.59) technology datasets. 

The Enacted set of government actions significantly explains an even higher fraction of the 

69 Again, the Enacted set of government actions includes only the enacted legislative and regulatory government 
actions of the 1977 and 1990 CAAs and the 1979 NSPS. The Enacted Plus CCT set includes these enacted 
legislative and regulatory actions in addition to the government subsidy of the 1985 Clean Coal Technology 
Demonstration Program. The Enacted Plus Anticipated set includes the enacted legislative and regulatory events as 
well as the prominent attempt to reform the CAA in the Senate in 1987. 
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variance in the pre-combustion technology dataset (0.68). Unfortunately, none of these sets of 

government actions explains at a 95% confidence level or better the variance in post-combustion, 

gasification, during-combustion, sorbent modification, or by-product technology patents as 

defined in this research. This may well be because of the fairly simple regression equations 

executed here (due to the small number of observaions in these patent datasets over time), which 

are only able to take into consideration the existence, rather than the characteristics, of 

government actions. 
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TABLE 3.15 

Model Results for Regressions in Equation 3.1, According to Technology Type 

Regression (a): Regression (b): Regression (c): 
Enacted Enacted Plus CCT Enacted Plus Anticipated 

Gov't Action Set Gov't Action Set Gov't Action Set 
Intercept and Coefficients 

Post Tech. Type Intercept= 27.93 Intercept= 27.70 Intercept= 27.51 
B1 =5.04; B2 = -1.96; B1 = 5.20; B2 = -1.80; B1 = 5.33; B2 = -1.67; 

B3 = 4.57 B3 = 1.80; B4 = 4.80 B3 = 6.49; B4 = 4.99 

Pre Tech. Type Intercept = 8.95 Intercept = 8.86 Intercept= 9.25 
fh =15. 70; fh = -2.30; fh = 15.76; fh = -2.24; fh = 15.50; fh = -2.50; 

fh = -5.95 fh = 0.64; 64 = -5.86 63 = -4.25; 64 = -6.25 

Gas Tech Type Intercept= 6.74 Intercept= 6.70 Intercept= 6.65 
B1 = 0.17; B2 = -0.83; B1 = 0.20; B2 = -0.80; B1 = 0.23; B2 = -0.77; 

B3 = -3.74 B3 = 0.30; B4 = -3.70 B3 = 1.35; B4 = -3.65 

During Tech Type Intercept= 2.43 Intercept= 2.58 Intercept = 2.26 
B1 = -0.96; B2 = 0.04; B1 = -1.05; B2 = -0.05; B1 = -0.84; B2 = 0.16; 

B3 = 1.07 B3 = -1.08; B4 = 0.93 B3 = 2.74; B4 = 1.24 

FBC Tech Type Intercept = 1. 80 Intercept = 1.55 Intercept = 1.86 
B1 = 2.13; B2 = 1.13; 61 = 2.30; 62 = 1.30; 61 = 2.09; 62 = 1.09; 

B3 = 0.70 63 = 1.95; 64 = 0.95 63 = -0.86; 64 = 0.64 

Sorb Tech Type Intercept= 2.50 Intercept= 2.58 Intercept= 2.40 
B1 = 0.00; B2 = 0.00; B1 = -0.05; B2 = -0.05; B1 = 0.07; B2 = 0.07; 

B3 = 2.50 B3 = -0.58; B4 = 2.43 B3 = 1.60; B4 = 2.60 

By Tech Type Intercept = 2.26 Intercept= 2.23 Intercept = 2.28 
B1 = -2.17; B2 = 2.83; B1 = -2.15; B2 = 2.85; B1 = -2.19; B2 = 2.81; 

B3 = 1.74 B3 = 0.28; B4 = 1.78 B3 = -0.28; B4 = 1.72 

ANOVA F-Statistic (with Significance); 
Square of Correlation (r2

) 

Post Tech. Type 1.16 (0.26); 0.28 0.90 (0.49); 0.19 1.47 (0.35); 0.18 
Pre Tech. Type 9.76 (0.00); 0.68 6.85 (0.00); 0.66 7.57 (0.00); 0.66 
Gas Tech Type 0.97 (0.58); 0.16 0.69 (0.61); 0.15 0.74 (0.43); 0.15 

During Tech Type 0.39 (0.51); 0.19 0.43 (0.79); 0.10 0.87 (0.76); 0.07 
FBC Tech Type 3.64 (0.07); 0.43 5.48 (0.01); 0.59 2.78 (0.04); 0.41 
Sorb Tech Type 2.67 (0.08); 0.40 2.02 (0.14); 0.35 2.55 (0.08); 0.33 

By Tech Type 1.69 (0.35); 0.24 1.20 (0.35); 0.24 1.19 (0.21); 0.24 

Note: Regression results are given in boldface if the ANOVA F-Statistic is statistically 
significant at a confidence level of at least 95%. 

g) Expert Analysis of the Pre-Combustion Dataset 

Since the pre-combustion patent dataset appears to be tied most closely to the existence 

of government actions, it is worth further discussion here in an attempt to better understand the 
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relationship of government actions to this type of technology. Figure 3.13 displays the trend of 

pre-combustion patenting activity in 197 4 to 1993. During the 197 4 to 1978 period, pre-

combustion patenting activity increased annually. At its highest point in 1978, inventive activity 

in pre-combustion technologies (which comprise only 17% of the abstract-based patent dataset), 

almost reached the level of inventive activity of post -combustion technologies (which comprise 

54% of the abstract-based patent dataset). After 1978, however, pre-combustion patenting 

activity dropped off dramatically and never returned to the levels seen in 197 4 to 1978. 

FIGURE 3.13 

Trend in Pre-Combustion Patents Identified in the S02-Relevant Abstract-Based Dataset 

Year Filed 

The years 1974 to 1978 occurred not only after the passage of the 1970 CAA and 1971 

NSPS (which could be met with a range of S02-control technologies, as detailed in Chapter 

Two) but also after the Arab oil embargo of October 1973. This time period is particularly 

known for heightened and continuing national energy concerns that were responded to in part by 

the promotion of coal as a fuel source by the federal government. Thus, pre-combustion, or coal 

cleaning, technologies were favored by both the environmental and energy situations of this time 

period. The 1979 NSPS significantly altered the environmental situation, however, by requiring 

more stringent S02 removal efficiencies than those achievable by pre-combustion technology 

alone. In effect, the 1979 NSPS required the use of post -combustion technology. 
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Experts, although not as familiar with pre-combustion technology as with post-

combustion FGD technologies, tended to agree with this description of the situation of pre-

combustion control technology when discussing the patent activity pattern exhibited in Figure 

3.13. Eight of the twelve experts- A, C, D, G, H, I, J, K- discussed the pre-1978 period in the 

development of pre-combustion control technology (the other four experts contributed to 

discussions of the 1979-93 period). Seven of these eight experts (all but C) explained that pre-

combustion technologies were pursued as one of many possible S02-control technologies in the 

early 1970s. In addition, expert K also mentioned that the Arab oil embargo provided an 

incentive for these technologies as part of alternative fuel scenarios while experts I and J 

explained that the promise of these technologies was economic, since sulfur removal from coals 

was potentially less costly than cleaning stack gas or buying lower sulfur coals. Expert C 

suggested that government was probably funding much of the R&D activity in pre-combustion 

control, a view supported by expert H when he mentioned that the EPA had a coal-cleaning 

program during this time period. The existence of government funding enhances the idea that 

these technologies were favored by the environmental and energy situations of the early 1970s. 

Three experts- B, K, L- specifically discussed the role of the 1977 CAA and 1979 

NSPS in pre-combustion inventive activity, and two of these three described incentives for pre-

combustion inventive activity inherent in these legislative and regulatory events?0 Expert B 

suggested that the lower S02 removal threshold in the 1979 NSPS of0.6 lb/MBTU and a 70 

percent reduction might have provided an incentive for inventors with chemical cleaning 

technologies. Expert L suggested that the 1978 peak, which occurs during the period in which 

the NSPS was being developed, could be due to the fact that the NSPS allows polluters to take 

7° Four other experts (A, F, G, I) described the period itrunediately following these government actions without 
mentioning them specifically. 
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credit for any coal cleaning performed. Neither of these suggestions seems to suit fully the 

chronology of the evolution of the 1979 NSPS as described in Chapter Two. Expert K, however, 

explained that universal scrubbing and continuous compliance was an enormous deterrent for 

pre-combustion technologies, which typically have removal efficiencies of less than 30%. These 

pre-combustion technologies were too limited to offer much towards the effort to reach the 

higher S02 removal level required in the 1979 NSPS. For eastern coals, the effective emissions 

limit was 0.6 lbs S02/MBTU, requiring removal efficiencies of 85 to 90 percent (Rubin, 1989). 

The limitations of pre-combustion technologies were well understood by the experts, and 

expert statements about these limitations imply the deterrent effect of the 1979 NSPS without 

mentioning it specifically. The four experts who did not specifically mention the 1979 NSPS 

discussed the technological and economic limitations of pre-combustion technologies and 

explained that these technologies did not meet utility needs in the post -1979 NSPS period. 

According to experts F and G, utilities realized this in the late 1970s and early 1980s. Expert A 

further explained that pre-combustion control never "worked out," and expert I explained that the 

utilities realized that with scrub bing, no pre-combustion control was necessary. Three of these 

same four experts (A, G, I) had earlier explained that pre-combustion technologies were being 

explored in the early 1970s, with the implication that they were meeting utility needs in this 

earlier period. Utility needs had apparently changed as a result of the 1977 CAA and its 

associated 1979 NSPS, although none of these four experts mentioned either government action 

specifically. In addition to these four experts, expert B, who described the positive influence of 

the lower threshold of S02 removal in the 1979 NSPS for chemical coal cleaning, also recalled 

doing a lot of work evaluating (with a negative outcome) physical and chemical coal cleaning in 

the 1978-81 period. 
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Finally, four experts- B, C, E, L- discussed the status of pre-combustion patenting 

activity in the late 1980s and early 1990s. Experts B, C, and L focused on the 1987 peak in pre

combustion patenting activity and explained that it was due to anticipation of a new CAA for 

acid rain. Experts C and L supplemented their statements by stating that the DOE's work in 

limestone furnace injection technologies and other mid-level removal technologies helped shape 

anticipation of the direction the new CAA would take. The anticipated direction was for low 

cost, low- to mid- level removal technologies, which could potentially have provided a market 

for pre-combustion technologies. Expert E focused on the reduced level of patenting activity in 

the 1990-93 period. He explained that this was not surprising, since incremental increases in 

S02 removal such as those achieved by pre-combustion technology would be particularly 

disadvantaged by the flexible trading concept of the 1990 CAA, in which "getting one more 

plant at 99% would offset five plants [using pre-combustion control technologies]." 

Conclusions 

The first part of this chapter defined patents and discussed the patenting process, explored 

some of the advantages and disadvantages of using patents as an innovation measure, and 

discussed expert perceptions of the role of patents in the so2 industrial-environmental innovation 

complex. The second and third sections of this chapter described two different approaches 

pursued in this dissertation to create and analyze patent datasets as indicators of the influence of 

government action on inventive activity. The subclass-based patent dataset described in the 

second section of this chapter demonstrated that, despite the existence of government legislation 

dating back to 1955 that authorized research into air pollution abatement methods, patent activity 

in S02 control did not really begin until after the introduction of a regulatory regime. Patent 

activity levels for this consistent dataset of over one hundred years can be portrayed as a step-
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function divided into two main periods by the 1970 CAA and its associated 1971 NSPS. In the 

first period, no more than four patents were filed in a given year, while in the second period, 

1971 to 1996, patenting activity never fell below a minimum activity threshold of seventy-six 

patents per year. The subclass-based dataset also demonstrated that patent activity in the second 

period peaked in the years 1978, 1979, 1988, and 1992. These peaks were not modeled against 

government actions because of the lack of refinement of the subclass-based dataset. 

The third section of this chapter introduced an abstract-based search methodology in 

order to obtain a clean dataset of commercially validated S02-relevant patents. Three sets of 

analyses of this dataset provided several insights into the inventive processes involved in so2 

control technologies over time. First, a time series of these patents was analyzed both through 

simple models based on government actions and through expert elicitation. Both types of 

analyses arrived at similar conclusions that the existence of government actions positively, 

although temporarily, affected S02-relevant patenting activity. 

Second, the abstract-based patent dataset was also analyzed in order to gain insights into 

the sources of innovation in S02 control and how these sources might differ according to the 

social value of patents. A dataset of 110 highly cited patents was developed to represent 

technologically important patents. Few differences were seen between the proportion of patents 

attributed to technology type, assignee type, and inventor nation of origin in the overall S02-

relevant dataset and the highly-cited dataset. Significant differences were seen, however, 

between certain assignee and inventor nation of origin proportions of patents in the abstract

based S02-relevant dataset versus the overall USPTO dataset. Individuals owned less and 

government and universities owned more S02-relevant patents than their share of all USPTO 
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patents. Similarly, U.S. inventors patented more and German and Japanese inventors patented 

less in S02 control than they patented in the overall USPTO dataset. 

In a third set of analyses, S02-relevant patents were broken down into datasets based on 

technology type in order to investigate how the inventive process differs among the various 

technological pathways pursued to address S02 pollution. Patenting activity in these technology 

types was shown to vary according to assignee type and inventor nation of origin. In addition, 

regression analysis showed that not all technological pathways could be explained equally well 

by the various sets of government actions analyzed. Patent activity in pre-combustion control 

technology was particularly well explained, however, by the existence and nature of government 

actions both in regression analysis and in interviews with experts. 

All of these results contribute to a growing understanding of inventive activity in S02 

control technologies, as measured by patents, and how this activity relates to government actions. 

The next chapter will address the importance of government actions in inventive activity and the 

diffusion of so2 control technology by focusing on the evolution of technical papers presented at 

conferences sponsored by EPA, EPRI, and DOE in order to advance this technology. 
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Chapter 4 Network Analysis 

Activity in Technical Conferences as a Method of Evaluating Invention and Diffusion 

Chapter Three focused primarily on invention in S02 control technologies, as measured 

through patenting activity. In the innovation literature, other approaches have been taken to 

investigate inventive activities that do not necessarily meet the strict conditions required for a 

patent to be granted. Instead of patents, researchers focus on such indicators of innovative 

activity as journal articles or advertisements in trade publications (for a brief review of literature-

based innovation research and some of the difficulties involved in its use for measuring 

innovative output, see Santarelli and Piergiovanni, 1996). 

This chapter focuses on activity in technical conferences as a measure of inventive 

activity and technology diffusion (see Figure 4.1 ).71 In particular, this chapter highlights the 

evolution of technical papers presented at an important S02 control technology conference held 

regularly between 1969 and 1995. This conference, the "S02 Symposium," brought together 

such technological actors as government, utilities, FGD equipment vendors, architect-

engineering firms, university researchers, and other contract researchers in order to share 

information on the use of S02 control technologies. Table 4.1 lists the dates and locations of 

these symposia. In its early years, the U.S. Environmental Protection Agency (EPA) sponsored 

the S02 Symposium by itself; in 1982 the Electric Power Research Institute (EPRI) joined EPA 

as a co-sponsor; and in 1991, U.S. Department of Energy (DOE) also became a co-sponsor. In 

1997, the S02 Symposium was folded into a broader conference, known as the "Mega 

71 Technical conferences and consortia have been previously considered as knowledge transfer mechanisms in such 
studies as Appleyard (1996) and Browning, Beyer, and Shetler (1995). 
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Symposium," that included control technologies dealing with other air pollutants, such as 

nitrogen oxides, particulates, and toxics. The Mega Symposium was held in 1997 and 1999. 

FIGURE 4.1 

Activity in Technical Conferences as a Measure of Inventive Activity and 
Adoption & Diffusion Strategy 

TABLE 4.1 

Year and Location of S02 Symposium Conferences Considered in this Chapter 

Year Location Year Location 
1973 New Orleans, LA 1985 Cincinnati, OH 
1974 Atlanta, GA 1986 Atlanta, GA 
1976 New Orleans, LA 1986° Raleigh, NC 
1977 Hollywood, FL 1988 St. Louis, MO 
1979 Las Vegas, NV 1990 New Orleans, LA 
1980 Houston, TX 1991 Washington, D.C. 
1982 Hollywood, FL 1993 Boston,MA 
1983 New Orleans, LA 1995 Miami, FL 
1984° San Diego, CA 

D A separate conference was held in this year to focus entirely on dry and combination S02/NOx 
technology rather than the wet FGD technology that was the mainstay of the S02 Symposium. 

The S02 Symposium conveys two types of information that provide useful backdrops for 

observing the government role in innovation in S02 control technologies. First, the number and 

146 

ED _000 11 O_LN_ Set20000 1268-00158 



FOIA 2014-009508 Interim 5 

topics of the technical papers presented over the years at the S02 Symposium reflect changing 

inventive activity that is not necessarily captured by patents. Second, the individuals and 

organizations involved in the S02 Symposium form a technical communication network. The 

knowledge-based interactions that can be observed through co-authorship patterns in the SQ 

Symposium over time provide insights into the diffusion processes occurring in the S02 

industrial-environmental innovatim complex. This second type of information is better 

understood in the context of the S02 Symposium rather than in the context of selected trade or 

technical journals, because the participation of the various public and private actors involved in 

S02 control is assured in the S02 Symposium. 

These two types of information- the number and topics of technical papers and the 

patterns of coauthorship in these papers - will be the focus of the second and third sections of 

this chapter. In the rest of this introductory section, expert opinion will be related as it pertains 

to the role of the S02 Symposium in the S02 industrial-environmental innovation complex and in 

advancing the technology. 

Perception of the Role of the S02 Symposium in Advancing the Technology 

As discussed in Chapter One, twelve experts were identified for extended interviews as 

part of the research methods used in this dissertation.72 During the structured two-hour interview 

process, the twelve experts were asked their informed opinion about the impact of the so2 

Symposium on the S02 industrial-environmental innovation complex and on S02 control 

technology. Ten of the experts- A, B, D, F, G, H, I, J, K, L- described the conference as 

having a positive influence on the development of the technology. The high regard of these 

72 The characteristics of these experts appear in Table 1.1, where they are listed in conjunction with their 
identification labels in the dissertation. 
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experts for the conference can be seen in the excerpts in Table 4.2. Expert C did not have 

considerable experience with FGD technology before 1990 but attributed a probable positive role 

to the symposium before 1990 in terms of international information exchange and the 

dissemination of information from FGD vendors to utilities. Expert E did not address this 

question. 

TABLE4.2 

Excerpts of Expert Statements on the Importance of the S02 Symposium 

"A tremendous resource." (A) ''I've been to all of them over the past 10-20 years .... 
There isn't any other meeting where the same level of 
exchange occurs." (H) 

" ... it was excellent, it had a big impact back in the '70s "Over the years, it's been very helpful." (I) 
and early '80s." (B) 
"It's been fabulous." (D) "If you were in the business, this would certainly be the 

one to go to." (J) 

"The [S02] Symposiums were essential to the whole " ... Major impact ... " (K) 

evolution of the technology ... " (F) 
" ... A good interchange ... the biggest help [is that] some "This symposium and its predecessors really have been 
of the people have already walked the path and can share significant in terms of the free exchange of information 
information." (G) ... "(L) 

In order to organize the discussion of expert opinion on the S02 Symposium, this 

introductory section explores the following three general theses derived from the expert 

interviews. First, the influence of the S02 Symposium on the industrial-environmental 

innovation complex and the technology varied over time. Second, there was variation in the 

level, type, and manner of information exchange facilitated by the S02 Symposium. Third, the 

S02 Symposium was especially important in the evolution of S02 control technology when 

compared to other relevant conferences. 

The first thesis derived from the expert interviews is that the conference had a shifting 

role in the S02 industrial-environmental innovation complex over time. A number of experts 

agreed with expert B that the S02 Symposium had an especially important impact in the 1970s 

and 1980s, although they believed that its influence diminished in the 1990s. Expert K provides 
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one perspective of the changing role of the con-hence over the last three decades. In the 1970s, 

expert K described the S02 Symposium as the main information dissemination source on the 

status of research for FGD vendors and utilities. During this period, the Japanese and Germans 

attended the Symposium to gain information. In the 1980s, as other information outlets like 

reports from subscription newsletters and government organizations (e.g., EPA, the International 

Energy Agency (IEA)) emerged, the conference evolved to a forum for new and emerging 

developments in FGD technologies. In this time period, the Japanese and Germans became 

important contributors of information to the SQ Symposium. Expert K explained that by the 

1990s, other air pollutants had increased in importance over S02 at the same time that FGD 

technologies had generally matured into reliable, efficient systems. At the 1999 Mega 

Symposium, expert K described the admission of a utility representative, "We're all going to 

have scrubbers in twenty years anyway," as a dramatic development made possible by the 

maturing ofFGD. In expert K's opinion, the Mega Symposium is now less important as a 

technology forum for so2 than as an issues forum for upcoming regulation on other pollutants. 

The view that the S02 Symposium has become less important in the 1990s is also 

supported by experts B, C, D, F, G, I, and L. Experts B, D, and F agree with expert Kin their 

emphasis on the maturing of the technology, which in their view has led to less important 

technical work being needed or done in SQ in the 1990s. Experts D and F also placed emphasis 

on the relatively lower maturity of technologies designed to combat other air pollutants as a 

reason for the decline of the S~ Symposium and the emergence of the Mega Symposium. 

Expert F, however, emphasized the continued importance of the Mega Symposium for S02, since 

it is now "almost the only place where people who are interested in FGD get together anymore 

on a regular basis." Experts C, D, G, and L also pointed to changes in the S02 industrial-
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environmental innovation complex as contributing to the decreased importance of the so2 

Symposium in the 1990s. Expert L mentioned that downsizing, competition, and cost-cuts in the 

utility industry as a result of deregulation have reduced S02 Symposium attendance in the 1990s, 

although the level of information exchange has been as high as ever. In contrast, experts D and 

G pointed to deregulation as potentially contributing to a reduction in the level of information 

exchanged in the conferences in the 1990s. Expert D stated that now that utilities are paying 

more directly for research (instead of DOE and EPRI), less know-how is being shared than in the 

first twenty years of the conference. Expert G pointed to similar utility self-interest in a 

competitive industry as a potential threat to cooperation among FGD operators. Expert C 

pointed to increased FGD vendor competition in a tighter market since 1990 as a reason why 

FGD vendors are concerned more about competitor intelligence in the late 1990s than in 

previous years. According to expert C, this concern about competitor intelligence is reducing the 

vendors' willingness to share know-how in presentations, rather than simply share the results of 

research efforts. 

One final expert observation about the changing importance of the S02 Symposium over 

time deserves particular attention. Expert L noted that the conference was particularly popular 

right before and during the implementation of the 1977 and 1990 Clean Air Act Amendments 

(CAA), when utilities needed to determine their technological options. This observation is 

important because it potentially ties changes in the nature of the researcher network created by 

the S02 Symposium to the existence of government actions to control S02 . This point will be 

explored further in section three of this chapter. 

The second thesis derived from expert discussions about the S02 Symposium is that there 

was variation in the level, type, and manner of information exchange in the S02 Symposium over 
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time. Opinions about the level of information exchanged, particularly with regard to know-how, 

are generally described above. More can be said, however, about expert opinion on the level of 

international information exchange in the S02 Symposium. Experts G and L both refer to the 

value that international FGD vendors have placed (and continue to place) on the information 

exchanged in the S02 Symposium and its successor, the Mega Symposium. Expert G described 

an incident in which a materials problem he described at an S02 Symposium prompted action by 

a European company within a week of the conference. Expert L related discussions with 

international FGD vendors who said that they considered the S02 Symposium to be "the most 

important symposium that they can possibly come toor participate in." Expert H, on the other 

hand, considered the information exchange with Germany and Japan to be somewhat incomplete 

in the S02 Symposium. He believed that a fuller exchange of information probably occurs 

between U.S. FGD vendors and their European and Japanese peers, since U.S. vendors have had 

to survive almost solely on the international market since the U.S. market tightened ten to fifteen 

years ago. 

Experts generally categorize the type of information exchanged through the S02 

Symposium as either operating experience (and sometimes related know-how) or new 

developments in FGD. Experts A, F, G, I, and K particularly identified operating experience as 

an important type of information shared through the S02 Symposium, while experts A, D, F, I, 

and K particularly mentioned new developments in FGD technology. In addition to these two 

main types of information, expert G also mentioned what could be deemed a third type of 

information exchanged in the S02 Symposium: information on the research activities of EPA, 

DOE, and EPRI that assisted the coordination of these activities. 
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Experts F, G, J, and H touched upon the manner with which the S02 Symposium 

facilitated high levels of information exchange of at least these three different types. Expert G, 

who described the speed with which information about his materials problem was diffused 

internationally after his description of the problem at an S02 Symposium, also related an 

instance of a similar rapid technology diffusion event that occurred domestically. According to 

expert G, the S02 Symposium made it possible for the use of thiosulfate additives as an 

oxidation inhibitor to diffuse across roughly thirty utilities within a year or two of theoretical and 

practical information exchange among utilities, EPRI, FGD vendors, and academic researchers. 

Experts F, J, and H identified elements of the S02 Symposium that were particularly important 

for supporting such an effective technology-based knowledge network. All three of these experts 

pointed to the venues for informal interpersonal information exchange at the conferences as very 

important. Expert F also identified the technical research in conference papers as important. 

Expert H, however, saw these papers as considerably less important than the "rubbing of noses" 

of researchers, both at the conference and more importantly after the conference when more 

know-how could be transferred effectively [see von Rippel (1988) on informal trading of 

technical know-how among rivals; also Argote (1999) pg. 146, on conference presentations as an 

important source of knowledge]. Expert A also observed a "flurry" of innovative activity after 

every symposium, although he did not specifically mention enhanced researcher cooperation as 

an aspect of this activity. 

The third and final thesis that can be derived from expert discussions is that the S02 

Symposium appears to be more relevant to the evolution of research in S02 control than other 

conferences. Experts G, H, and J specifically mentioned the existence of other conferences that 

were germane to S(h control technology. Expert G has been a regular attendee of a utility FGD 
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user's group conference (the "FGD User's Conference") at which no government actors were 

present. He considered the FGD User's Conference to be more open to an uncensored discussion 

of operating experience problems, and thus found it very useful in transferring operational know

how. The current need for the FGD User's Conference seems strong since expert G described a 

considerable recent turnover of utility FGD operators due to restructuring in the power sector. 

Unfortunately, this same restructuring has made organizing the FGD User's Conference more 

difficult in recent years. The S02 Symposium (and its successor, the Mega Symposium), on the 

other hand, is designed to interest multiple actors in the so2 industrial-environmental innovation 

complex, as shown by the co-sponsorship of these symposia by EPA, EPRI, and DOE. Expert G 

expressed a hope that the joint sponsorship of these symposia would demonstrate to regulatory 

agencies that the utility industry is really trying to work with environmental control technologies. 

The opportunity the S02 Symposium and the Mega Symposium have provided for the utility 

industry to demonstrate its cooperativeness is a continuing incentive for utility operator 

participation in these symposia. This participation also ensures consistency in the coverage of 

symposia program topics relevant to these operators, and makes the S02 Symposium an effective 

source of information on the evolution of FGD technology. 

Experts H and J underscored two other reasons why the S02 Symposium is the most 

relevant conference to understand the evolution of the technology. Expert H mentioned that the 

DOE and EPA used to hold industry briefings in the 1970s to disseminate information from 

completed research topics. Although these meetings were undoubtedly important in diffusing 

innovative information, the S02 Symposium has covered not only the same time frame as these 

meetings, but has outlasted them by a considerable amount. This demonstrates the long-standing 

interest in and relevance of the S02 Symposium. Expert J, meanwhile, indicated that the S02 
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Symposium was the conference with the greatest depth on the topic of S02 control. Whereas 

other technical conferences might have had a couple of sessions on S02 control over several 

days, the S02 Symposium has been distinguished by its length and the intensity of its spotlight 

on this topic. 

According to expert E, responsibility for the research presented at the S02 Symposium 

over time tended to shift to the organizations that were most influential in FGD research funding 

at different time periods, which further indicates that the S02 Symposium reflected leading S02 

control research. For example, the period in which the EPA was the sole sponsor of the S02 

Symposium was only slightly longer than theperiod in which EPA had a large budget for FGD 

research, as discussed in Chapter Two.73 Similarly, the DOE was brought into the S02 

Symposium as a co-sponsor at about the same time that EPRI funding for FGD was considerably 

diminished. Prior to that, expert E stated that EPRI "pretty much controlled the symposium 

program, and certainly controlled the funds" ofboth the conference and much of the research 

presented at the conference in the 1980s. In the 1990s, there is some intimation from expert C 

that the architect and engineering (A&E) firms probably dominated "what comes out of these 

symposia." It was not clear from expert C's discussion, however, whether this dominance was 

exercised over the formal content of the S02 Symposium or simply the projects that were 

awarded as a result of marketing opportunities arising from the conference. It does make 

intuitive sense that A&E firms would be prominent in the more private market of the utility 

industry in a time of deregulation and minimal public funding for S02 control research. 

Expert F bypassed specific arguments as to why the S02 Symposium was the most 

relevant conference to the understanding of the evolution of FGD technology. Instead, he simply 

73 Besides the transfer of a major FGD research program from EPA to DOE in 1979, recall that EPA's operating 
budget was cut by more than one-third between 1981 and 1983, with personnel cuts of20%. 
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stated that the story ofFGD research is in the tables of contents of the S02 Symposium over 

time. This statement prompted a follow-up question about what happened in the history ofFGD 

research when the S02 Symposium briefly split into two smaller conferences focusing on dry and 

combined S02/NOx technologies in the period between 1984 and 1986. Expert F related this 

split to an exceptional market that emerged for dry S(h technologies as a result of the 1979 

NSPS.74 In expert F's opinion, spray dryer technologies held a unique position in the history of 

FGD because the diffusion of these technologies was very different from the normal adoption 

and diffusion process among electric utilities. According to expert F, utilities "simply don't 

install systems [that] don't have a track record, [but] they probably had seven or eight spray 

dryers being installed before one of them was demonstrated on a full scale." Different actors 

were involved in this exceptional market, which dissipated due to skepticism about the 

technology's effectiveness on high sulfur coal applications. 

In conclusion, most interviewed experts perceived the S02 Symposium to have had an 

important positive impact on the so2 industrial-environmental innovation complex and on 

advancing FGD technology, although the influence of the conference did change over time. The 

level of information exchanged in the S02 Symposium through the researcher network 

established by this conference was generally considered to be high and of two types: the results 

of operating experience, with various degrees of accompanying know-how, and new 

developments in FGD research. Experts have observed that information can traverse the 

knowledge-network defined by the S02 Symposium with considerable speed. Experts also 

observed that informal meetings of researchers were particularly important to the successful 

information exchange facilitated by this conference. Finally, expert opinion supports the thesis 

74 When asked a similar question, expert E attributed this split to increased funding by EPRI for dry and 
combination S02/NOx technology during this time period. 
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that the S02 Symposium is the most relevant confe1ence to study in order to understand the 

evolution ofFGD technology, and several experts suggested that the tables of contents of the 

S02 Symposium reveal the history of S02 control research. The second section of this chapter 

attempts to use these tables of contents to investigate this history to a limited extent, while the 

third section explores changes in the network of researchers defined by the S02 Symposium over 

time. 

Inventive Activity Analysis 

The purpose of this section is to understand changes in inventive activity over time, as 

analyzed by the topics of session papers presented at the S02 Symposium. In addition, this 

section deals with attribute data regarding authorship statistics. This section's efforts to link the 

content analysis of text with authorship analysis is in the tradition ofLievrouw (1987) and Hill 

(1999). 75 Relational data about authorship are dealt with in the next section on network 

1 . 76 ana ys1s. 

Method 

Analysis of the tables of contents of the S02 Symposium over time required a lengthy 

process of interlibrary loan requests and coding of the resulting conference proceedings. Each of 

the 1,116 papers presented in the eighteen conference proceedings obtained in this process was 

coded by year, session topic, paper number, paper title, authors, affiliations of authors, and 

geographic location of authors. Author affiliations were further coded for the following six 

75 Attribute data refers to "the behavior of agents ... regarded as the properties, qualities, or characteristics which 
belong to them as individuals or groups (Scott, 1991, pg. 2)." 
76 Relational data are "the contacts, ties and connections, the group attachments and meetings, which relate one 
agent to another (Scott, 1991, pg. 2)." Network analysis techniques are a connnon method of analyzing relational 
data. 
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"affiliation types": trade associations, firms (general), universities, contract nonprofit research 

and development organizations, government agencies, and utilities. 

The eighteen conference proceedings obtained included every S02 Symposium between 

1973 and 1995, as well as the 1997 Mega Symposium and the 1984 and 1986 conferences on dry 

FGD and combined S02/NOx removal technologies ("Dry Symposium"). Since the Mega 

Symposium cannot be directly compared with the S02 Symposium for many attributes because 

of its considerably reduced focus on S02, it was dropped from consideration for the results that 

follow. Similarly, the Dry Symposium cannot be directly compared with the S02 Symposium; 

some information about the session titles and number of papers presented in these conferences, 

however, was relevant to the history ofFGD research emphases and will be included in selected 

results as indicated later. In addition, it might be expected that the 1985 and 1986 S02 

Symposium conferences that were contemporary with the Dry Symposium conferences would 

not be comparable with other years of the S02 Symposium, since they were ostensibly missing 

the dry and combined SOx/N ox technologies of other symposia. In fact, these two conferences 

still included some sessions on dry technologies, and for this reason were considered comparable 

to the other S02 Symposium conferences. 

Results and Implications 

The influence of government actions on inventive activity in the S02 industrial

environmental innovation complex is likely to be seen in the research activity reported at the S02 

Symposium, and particularly at those conferences that occurred around the time of a real or 

anticipated government action. In order to determine this effect, the fifteen conference 

proceedings under general consideration were divided into three groups demarked by the dates of 

the 1979 NSPS and 1990 CAA. These two government actions were selected because they had 
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particular importance to the dominant technological options in so2 control in different periods of 

time. Thus, Group 1 conferences include those in 1973, 1974, 1976, and 1977, before serious 

consideration of the details of the 1979 NSPS. Group 2 conferences include those in 1979, 1980, 

1982, 1983, 1985, 1986, and 1988, before serious considerationofthe 1990 CAA.77 Group 3 

conferences include those in 1990, 1991, 1993, and 1995. 

Three consistent indicators of research activity in the S02 industrial-environmental 

innovation complex and the size of the S02 researcher community over time are the number of 

papers presented in a symposium, the number of authors involved in the writing of papers, and 

the number of affiliations that these authors represent.78 Figure 4.2 shows the breakdown of the 

1,075 papers presented in the conferences in time periods 1-3. These 1,075 papers were written 

by 1,825 authors representing 501 affiliations?9 

77 When included in the results, the Dry Symposium conferences in 1984 and 1986 are part of Group 2. 
78 Another measure of the scale of the S02 researcher community over time is attendance figures at the various 
conferences. Unfortunately, these figures are not available for all the S02 Symposium conferences. 
79 Affiliations could not be determined for twenty-nine of the 112 coauthors in 1979. 
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FIGURE 4.2 

Time Series of S02 Symposium Papers, Affiliations, and Authors 
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In Figure 4.2, the Dry Symposium conferences are merged with the two S02 Symposium 

conferences that occurred contemporaneously. The result is that the largest increase in 

conference activity occurred between 1983 and 1985, when the number of papers, affiliations, 

and authors more than doubled (i.e., increased from 200 to 220% for all three measures). When 

the S02 Symposium is considered alone (without the Dry Symposium conferences), conference 

activity doubles between 1986 and 1988 (i.e., increases 170% in the number of papers, 210% in 

the number of affiliations, and 190% in the number of authors). It is interesting to note that this 

increase in conference activity corresponds with the 1988 peaks seen in overall and pre-

combustion patenting activity (seen earlier in Figure 3.8 and Figure 3.13). 

It is clear from the above results that research activity in S02 control technology 

increased significantly between 1973 and 1995, with the largest rate of increase occurring in the 

mid- to late-1980s. The interview testimony in this chapter and in Chapter Three supports the 

idea that the mid-1980s was a time of growing anticipation of new acid rain regulation that was 

expected to focus on low to moderate S02 removal requirements. This would explain the split 
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between the main S02 Symposium and the Dry Symposium at this time, since dry FGD 

technologies were of particular interest for low- to mid-level S02 removal (i.e., removal 

efficiencies of roughly 30-70% ). 

Table 4.3 demonstrates that the average number of conference papers, author affiliations, 

and authors all increased sharply between each of the three time periods of the S02 Symposium. 

The number of authors involved in conference presentations grew most rapidly, followed by 

growth in the number of affiliations they represent (which tripled over the full time period of 

interest). Table 4.4 shows the number of papers in each time period that had various numbers of 

authors. This table demonstrates that just as the total number of papers increased and the total 

number of authors increased, the total number of authors per paper also increased across the 

three time periods. 

TABLE4.3 

Change in Number of Papers, Affiliations, and Authors between 
Groups Bounded by Government Actions 

Conference Average No. of Percent Average Percent Average Percent 
Group Papers per Increase from No. of Increase from No. of Increase from 

Conference Previous Group Affiliations Previous Group Authors Previous Group 
Group 1 41 35 78 
Group 2 69 69% 69 96% 178 128% 
Group 3 108 57% 108 57% 297 67% 

TABLE4.4 

Distribution of Paper Authors Across Time Period Groups 

Conference Number of Authors 
Group Papers 

One Two Three Four Five Six Seven Eight Nine 
Papers in Group 1 76 (47%) 42 (26%) 27(17%) 12 (7%) 6 (4%) 0(0%) 0(0%) 0(0%) 0(0%) 
Papers in Group 2 97 (20%) 109 (23%) 131 (27%) 72 (15%) 40 (8%) 24 (5%) 5 (1%) 2 (0%) 1 (0%) 
Papers in Group 3 62 (14%) 87 (20%) 123 (29%) 86 (20%) 35 (8%) 23 (5%) 8 (2%) 5 (1%) 2 (0%) 

Note: Percentages in parentheses are of all papers in a time period group. 
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Since the purpose of the S02 Symposium was to bring together actors in the S02 

industrial-environmental innovatim complex to tackle technical problems and advance the 

technology (primarily wet FGD ), the research session titles of the S02 Symposium indicate the 

most important technical issues in S02 control as determined by contemporary experts. The 

majority of session titles reflect technical aspects of wet FGD lime/limestone systems, although 

some deal with other types of systems. Besiles the technical session titles, some session titles 

reflect the concern of the so2 industrial-environmental innovation complex about so2 control 

economics and new and anticipated regulation. Table 4.5 displays the compiled list of eighteen 

recurring session titles of the S02 Symposium that are of interest for understanding the changes 

in research emphasis in S02 control over time. These session titles are grouped in Table 4.5 first 

by titles that cut across the three time period groups, and then by titles specific to each of these 

groups. 
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TABLE4.5 

R ecurrmg so s 2 ,ymposmm s ess10n I es o fi t t "thA n eres, WI "ppearances an dN t o es 
Session Focus Number of S02 Symposium Appearances and Notes 

Conference 
Appearances 

Group 1, 2, and 3 Conferences (1973 to 1995) 
Byproduct (or waste) disposal and utilization 16 1973-95, except for 1979 
Group 2 and 3 Conferences (1979 to 1995) 
Dry FGD technologies 12 1980 to 1995, including Dry Symposia 
Combined SOJNOx technologies 7 1982, 1983, 1990, 1991, 1995, Dry Symposia 
Furnace sorbent injection technologies" 5 1983, 1988, 1990, 1991, 1984 Dry Symposia 
Materials of FGD construction 5 1982, 1983, 1985, 1993, 1995 
Organic acid/wet FGD additives 4 Organic acid 1983, 1985; additives 1986, 1993 
"Reliability" specifically in session title 4 1982, improvements reported in 1985, 1986, 1990 
Economic issues (not opening sessions) 8 1979, 1983, 1986, 1988, 1990, 1995, Dry Symposia 
Legislation/regulation (not opening sessions) 5 1979, 1980, 1991, 1993, 1995 
"Clean Coal" demonstrations 3 1986, 1991, 1993 
"International Overview" 2 1988, 1990 
Group 1 Conferences Only (1973 to 1977) 
Non-regenerable, regenerable processes 4 1973 to 1977 
Group 2 Conferences Only (1979 to 1988) 
"Acid deposition" specifically in session titleD 1 1986 
Industrial applications 3 1979, 1980, 1986 
Dual alkali 3 1982, 1983, 1985 
"Chemistry" specifically in session title 2 1983, 1985 
"Retrofitting" specifically in session title 3 1985, 1986, 1988 
Group 3 Conferences Only (1990 to 1995) 
Air toxics 2 1993, 1995 

a Two sessions on this topic occurred in both 1988, 1990. 
b Two sessions on this topic occurred in 1986. 

These session titles illustrate the changing technological focus of the S02 industrial-

environmental innovation complex over time. "Byproduct (or waste) disposal and utilization" is 

a recurring topic throughout the time period, while furnace sorbent injection technologies and 

related dry technologies for S02 removal appeared only during the 1980s. The prevalence of 

these three subjects as research areas in the conference proceedings was not implied by the small 

share of patents assigned to these technologies. For example, 9% of the papers presented at the 

S02 Symposium over time occurred in a byproduct (or waste) disposal and utilization session, 

while only 4% of the 1,237 S02-related patents in the abstract-based dataset were attributed to 

desulfurization byproduct modification patents. According to a Z-test performed on these 
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relative percentages, this difference is statistically significant at greater than a 99% confidence 

level. 80 Although materials of construction were not similarly separated out in the patent 

analysis, it is clear from these session titles that improvement in materials was an important 

research emphasis of the S02 control community. In addition, session titles focusing on dry 

FGD and furnace sorbent injection enhance the qualitative understanding of the 4% of patents 

assigned to sorbent modification for use in S02 removal systems. 

S02 Symposium sessions regularly addressed economic and political issues relevant to 

the S02 control community over time. These issues were typically featured in the opening 

plenary sessions of each conference. Economic issues were further elaborated on as a separate 

session beginning in 1979, after the passage of the 1977 CAA. It is interesting to note the 

recurrence of specific legislation- and regulation-based sessions in the first conferences to follow 

the August 1977 CAA, the June 1979 NSPS, the November 1990 CAA, and the January 1995 

start ofPhase I of the 1990 CAA. In light ofthis phenomenon, the appearance in 1986 of the 

only S02 Symposium sessions with "acid deposition" in the titles seems to indicate that the 

research community in that year was considering S02 as a regional air pollutant that might soon 

be regulated to control acid rain. This supports the view that the peak in patent filing activity in 

1988 was likely due to anticipation of an impending revised CAA that addressed S02 regulation 

in the context of acid rain. 

For more details on these session titles and how they changed over time, Appendix F 

contains a complete list of the S02 Symposium session titles and the number of papers presented 

per session for each of the conferences in the three time period groups (including the Dry 

Symposium conferences). 

80 The Z-test calculation is given in footnote 64 in Chapter Three. 
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Network Analysis 

Background 

The discussions of quantitative measures of innovation in this chapter and in Chapter 

Three have focused primarily on various inventive activities that helped to bring about the 

improvements in performance and cost of the commercially deployed FGD technologies 

documented in Chapter Two. The S02 Symposium, however, provides an opportunity for the 

study of diffusion in the S02 industrial-environmentalinnovation complex. Many researchers 

consider diffusion to be a process of communication and influence through which potential users 

become informed about the availability of new technologies and are persuaded to adopt these 

technologies. This occurs, in part, through interaction with previous users [for reviews, see 

Attewell (1996); Rogers (1995); and Tomatzky and Fleischer (1990); also see Carley (1990); 

(1995); and (1996)]. 

Classical diffusion studies that emphasize how diffusion is limited by the timing and 

pattern of communication, such as Coleman, Katz, and Menzel (1966), have been criticized for 

not distinguishing between two types of information that may be communicated in the diffusion 

process. In the first, "signaling" information, the existence and potential gains of a particular 

innovation are communicated. In the second, "know-how" information, the technical knowledge 

needed to use a complex innovation- such as FGD -is communicated.81 A number of studies in 

the innovation literature demonstrate that know-how about complex technologies is not easily 

transferred between individuals at different organizations; often, supplemental productivity-

enhancing know-how must be developed within the user organization [see Argote (1999, 144-88) 

81 In the innovation literature, scientific or technical "tacit knowledge" can be seen as an important element of know
how (see discussion in Senker and Faulkner (1996), which also includes a discussion of the importance of informal 
networks in the transfer of tacit knowledge from public-sector research institutions). 
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for a review]. Chapter Five will discuss onemethod by which this know-how is developed 

within a user organization: organizational learning by the operators ofFGD technologies. 

Earlier in this chapter, expert perceptions were related concerning the value of the S02 

Symposium as a forum for the exchange of information about operating experience and technical 

know-how. From expert comments, it appears that the opportunities the conference provided for 

informal interpersonal meetings between researchers were particularly useful for this information 

exchange. Although studies have been done to assess cooperative research and development in 

the form of informal know-how trading [a classic example is von Rippel (1988)], the S02 

Symposium proceedings do not provrle archival information on informal interactions at the 

many hospitality suites, luncheons, and other informal gatherings at the conference. The 

coauthorship patterns of papers presented at the S02 Symposium, however, provide a proxy 

source of information on the channels of interpersonal and interorganizational knowledge flow 

facilitated by the conference over time. 82 For previous research use of paper coauthorship as a 

measure of collaboration, see such articles as Cockburn and Henderson (1998); Liebskind et. al. 

(1995); Tijssen and Korevaar (1997); Zucker, Darby, and Armstrong (1994); Zucker and Darby 

(1995); and Zucker, Darby, and Brewer (1997). 

The various coauthorship arrangements of each S02 Symposium can be used to define a 

network of technological collaborators. Networks and collaboration have been extensively 

discussed in the innovation literature in the 1980s and 1990s. Networked, rather than 

independent, organizations have been particulaty shown to have opportunities to benefit from 

knowledge transfer [see discussion in Argote (1999, pp. 166-68)]. Also in the 1980s and 1990s, 

82 Many studies have addressed knowledge flow channels, including Carley and Hill (forthcoming) and Carley 
(1999). One of the seminal works to address coauthorship networks across scientists as important for generating 
new innovation and new technology was Crane (1969). Argote (1999) reviews many other studies involving the 
mechanisms of knowledge transfer. 
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evolutionary economic models of science and technology policy emerged that analyzed 

developments in terms of "interacting and coevolving networks of institutions and 

technoeconomic infrastructures (Tijssen and Korevaar, 1997)." For a good review ofboth the 

sociological and economic approaches to networks and technological collaboration, see Coombs 

et. al. (1996). 

Relatively little use has been made in the innovation literature, however, of the formal 

network analysis techniques developed originally in the fields of ethnology and sociometry 

[exceptions include such articles as Coleman, Katz, and Menzel (1957); Leoncini et. al. (1996); 

Rogers (1979); and Tijssen and Korevaar (1997)]. As defined in Leoncini et. al. (1996), 

"network analysis uses quantitative techniques derived from graph theory to study and describe 

the structure of interactions between given entities." A comprehensive explanation of network 

analysis techniques will not be attempted here, since there are excellent reviews of the 

development of network analysis and guides to its use in research in sources such as Lincoln 

(1982), Scott (1991), and Wasserman and Faust (1997). Instead, these techniques will be 

discussed only in relationship to the method and results of the present analysis of the patterns of 

coauthorship within the S02 Symposium, and their relationship to government actions regarding 

so2 control. 

Method 

In this analysis, the basic relational data analyzed are the ties between the 1,825 authors 

of S02 Symposium papers between 1973 and 1995 that form as a result of paper coauthorship.83 

For a paper with three authors, there are three distinct ties between these authors because each 

83 The papers considered include those of the Dry Symposium conferences, which here are lumped together with the 
nearest S02 Symposium (as in Figure 4.2). 
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author is connected to each of the authors except him or herself This is expressed 

mathematically in Equation 4.1. 

EQUATION 4.1 

Definition of Ties between Paper Authors 

. n*(n-1) 
Tzes = ---'----..:.... 

2 
where 

n = The number of authors on a paper 

Table 4.6 echoes Table 4.4 in its depiction of the distribution of the potential number of 

ties between paper authors across the three time period groups. Yet this table does not reflect the 

actual number of ties between all the paper authors of the S02 Symposium because it does not 

take into consideration the fact that some authors write papers for more than one conference. 

Those authors that present papers at greater numbers of conferences can be considered more 

"important" to the direction and content of the S02 Symposium over time than other authors. 

TABLE4.6 

Potential Ties between Paper Authors Across Time Period Groups and in Total 

Potential Ties between Paper Authors across Time Period Groups Total Number of 
Number o Authors on Papers Potential Ties 

One Two Three Four Five Six Seven Eight Nine (Discounting 
Authorship in 

Multiple Conferences) 
Group 1 0 42 81 72 60 0 0 0 0 255 
Group 2 0 109 393 432 400 360 105 56 36 1,891 
Group 3 0 87 369 516 350 345 168 140 72 2,047 
Total 4,193 

Table 4. 7 shows the incidence of authorship in multiple conferences of the S02 

Symposium, in decreasing order of author importance. Table 4.7 also demonstrates the potential 
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size of networks defined by authors of varying importance. 84 Note the very large network that 

results if all 1,825 authors are considered. This network is also quite sparse across time, as 7 4% 

(1,355) of the 1,825 authors only write papers in one conference. A standard network analysis 

practice when dealing with a potentially very large and sparse network is to limit the number of 

authors considered in analysis (Carley, 2000). As a first step in this limitation process, agents 

with no ties to other agents, known as "isolates," are typically discarded. As a first step in 

limiting network size in this analysis, 92 authors who never had paper coauthors were discarded. 

As a second step, the 1,355 authors who presented papers in only one conference were also 

discarded. The total number of discarded authors at this stage was thus 1,366 authors, since 81 

of the isolates also presented in only one conference. 

TABLE 4.7 

Authorship in Multiple Conferences (Listed in Decreasing Order of Author Importance to 
the S02 Sym r>osium) and Effect on Potential Network Size 

Number of Percent of All Number Cumulative Number Size of Potential Network 
Conferences Conferences of of Authors, according between Cumulative Number of 

Author Wrote Author Wrote Authors to Importance Important Authors 
Papers for Papers for (=a) (=a* (a -1)) 

13 81% 1 1 0 
12 75% 2 3 6 
11 69% 1 4 12 
10 63% 1 5 20 
9 56% 9 14 182 
8 50% 6 20 380 
7 44% 9 29 812 
6 38% 20 49 2,352 
5 31% 29 78 6,006 
4 25% 46 124 15,252 
3 19% 100 224 49,952 
2 13% 246 470 220,430 
1 6% 1,355 1,825 3,328,800 

84 A network's size is defined by: (the number of authors) times (the number of authors minus one). 
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Ultimately, the core group of authors analyzed in this dissertation (labeled the 

"important" innovative actors, with their corresponding affiliations) was defined as those authors 

involved in writing papers for at least 50% of the S02 Symposium conferences held between 

1973 and 1995. Table 4.8 lists these important innovative authors and their affiliations, as well 

as the six affiliation types represented by all of the authors in the network. These six affiliation 

types are assigned abbreviations in this table; these abbreviations are then used to help identify 

the important affiliations and authors in Table 4.8. An additional piece of data in Table 4.8 is the 

number of S02-related patents each affiliation or author holds in the abstract-based dataset. The 

majority of important affiliations hold patents in this dataset, although most important authors do 

not hold patents. 

TABLE4.8 

Affiliation Types, Important Affiliations, and Important Authors 
in the S02 Symposium 

Affiliation Types Important Affiliations Important Authors 
with Affiliation with Affiliation Type Abbreviation and Number with Affiliation Type 

Type Abbreviations of Abstract-Based Patents Abbreviation and Number of 
Abstract-Based Patents 

Trade Assoc. (A) Acurex Corp. F 2 Ando, Jumpei R 
Contract R&D (C) Babcock & Wilcox Co. F 33 Blythe, Gary M. F 
Finn (F) Bechtel Corp. F 7 Dene, Charles E. c 
Government (G) Bums & McDonnell F 0 Ellison, William F 
University (U) Chiyoda Corp. F 4 Hargrove Jr., O.W. F 
Utility (P) Chuo University u 0 Jones, Julian W. G 

Combustion Engineering F 25 Kaplan, Norman G 
DOE Pittsburgh Energy Technology Ctr G 38" Laseke, Bernard A. F 
Dravo Lime Co. F 14 Maxwell, Michael A. G 
EPA G 4 Owens, David R. U,F,C 
EPRI c 18 Rhudy, Richard G. c 
Ellison Consultants F 0 Rochelle, Gary T. u 
Louisville Gas & Electric p 0 Rosenberg, Harvey S. C,F 
Northern Indiana Public Service p 0 Sedman, Charles B. G 
Northern States Power Co. p 4 
Radian Corp. F 0 
Southern Company Services, Inc. p 0 
Stone & Webster Engineering Corp. F 0 
Tennessee Valley Authority p 4 
University of Texas at Austin u 3 

a These patents are held by the entire DOE, rather than just the Pittsburgh Energy Technology Center. 

169 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
3 
0 

ED_000110_LN_Set200001268-00181 



FOIA 2014-009508 Interim 5 

Despite their lack of patented inventions, the fourteen important authors listed in Table 

4.8 are clearly significant actors in the S02 research community. These fourteen authors not 

only presented in at least 50% of the S02 Symposium conferences, but were also coauthors on 

one-sixth of all the papers presented in the history of the S02 Symposium. Collectively, they 

coauthored with one-eighth of the 1,825 authors of S02 Symposium papers. 

The following three sections present network analysis results concerning the strength of 

coauthorship ties among the affiliation types, important affiliations, and important authors listed 

in Table 4.8. The process of constructing network graphs for these data is described in Appendix 

G. Note that the full set of 1,825 authors is only considered in the analysis of the affiliation type 

by affiliation type network. 

Affiliation Type by Affiliation Type Network Results 

Figure 4.3 shows coauthorship ties between affiliation types, where each affiliation type 

is connected either reflexively (to the same affiliation type) or relationally (to other affiliation 

types) for at least 1% of all the coauthorship ties in each of the three time periods. 85 The 

numbers shown in this figure are the percentages of all coauthorship ties that occurred between 

researchers in the tied affiliation types during each time period. Group 1 conferences encompass 

244 affiliation type ties, Group 2 conferences encompass 1,579 affiliation type ties, and Group 3 

conferences encompass 1,880 affiliation type ties. Numbers in bold in Figure 4.3 indicate 

"strong" ties, which represent greater than 10% of all the coauthorship ties in each time period. 

85 Because they do not account for 1% of the ties in each period, trade associations are do not appear in this figure. 
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FIGURE 4.3 

Evolving Coauthorship Ties between Affiliation Types for Three Time Period Groups 

244 

26 

Notes: Numbers are percentages of total affiliation type coauthorship ties in each period. 
Numbers in bold are strong ties (greater than 10% of affiliation type ties). 

The affiliation type network in the Group 1 conferences is quite different from that in the 

Group 2 and 3 conferences. In the Group 1 conferences (1973 to 1977), not every affiliation 

type is connected to others through coauthorship ties on papers. This is perhaps to be expected in 

this time period, which was marked by a particularly competitive S02 control market and 
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litigation between regulated utilities and government. 86 In the affiliation type network in the 

Group 2 conferences (1979 to 1988), however, most affiliation types are connected, which 

provides evidence that a community of researchers is forming. It is interesting to note that this 

community emerged just after the passage of the 1977 CAA, which effectively required the 

utility industry to install FGD technology on all new and substantially modified capacity. The 

network formed in the Group 2 conferences remains fairly stable in the Group 3 conferences 

(1990 to 1995), although some density (defined here simply as the number of ties in the network) 

is lost. Nevertheless, no major changes are evident in the network after passage of the 1990 

CAA, regardless of the initially high anticipated demand for FGD or the later absence of that 

demand. 

With regard to specific features of the affiliation type network, the dominant 

characteristic is the consistently large reflexive coauthorship ties among private firms. Reflexive 

coauthorship ties among firm authors, which range from 36% to 48% of ties in all three 

conference time periods, are the strongest by far in the network. Reflexive coauthorship among 

utility authors is also strong in the Group 1 conference time period (26% of all ties), although it 

is diminished in the Group 2 and Group 3 conference time periods (7% of ties in both periods). 

The strength of utility coauthorship shifts from reflexive to relational ties between firms and 

utilities in these latter two periods, when this relational tie accounts for 12% of all ties in the 

Group 2 conferences and 19% of all ties in the Group 3 conferences. 

86 The perception of the scrubber market, which had experienced a tenfold increase in commercial scrubber unit 
installations between 1971-76 and a low but growing profitability between 1976-78, was that it would continue to 
improve due to new regulatory initiatives. This was an impetus to FGD equipment and services industry 
acquisitions and new entry (the number of firms in the utility FGD market between 1971-77 increased from one to 
thirteen). 
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It is interesting to compare the combined strength of firm and utility authorship to firm 

and utility patenting. In the patent analysis, firms and utilities were grouped together in one 

category, "firms," which accounted for 74% of the abstract-based S02-relevant patents. In 

comparison, reflexive firm ties, reflexive utility ties, and ties between firms and utilities alone 

account for 85% of the ties in the Group 1 conferences, 55% of the ties in the Group 2 

conferences, and 66% of the ties in the Group 3 conferences. Firms and utilities have an even 

greater influence in coauthorship ties overall. If all the ties of firms and utilities are summed, 

these two affiliation types account for 94% of all Group 1 conference ties, 83% of all Group 2 

conference ties, and 90% of all Group 3 conference ties. 

In contrast with consideration of the strongest actors in the network, it is interesting to 

note which affiliation types are weak in a given time period. In the Group 1 conferences, 

researchers at contract nonprofit research and development organizations have no relational ties 

and relatively low reflexive ties. This is most likely due to the relative youth during the Group 1 

conference years of the main contract nonprofit research and development organization involved 

in S02 control, EPRI. 87 Also in the Group 1 conferences, researchers at universities have no 

presence in the S02 Symposium coauthorship network. The emergence of both reflexive and 

relational ties between university researchers and other affiliation types is seen in the Group 2 

conferences. This may have been the result both of trends in academic research and the 

contribution of one important author. 

Table 4.9 presents the percentages of each affiliation type's total ties that are relational in 

nature, and how these percentages changed over the three time periods. It therefore provides 

information about the changing connectedness of this network and the changing influence of 

87 EPRI was founded in 1973 and it instituted its first FGD research program in 1974. 
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different affiliation types in this network. For example, it makes clear how involved in 

coauthorship the non-profit contract R&D organizations became over the years of the S02 

Symposium. In both the Group 2 and 3 conferences (1979 to 1995), this affiliation type was one 

of the most connected to the overall coauthorship network. Table 4.9 also shows that utilities 

became more connected to other affiliation types through each of the three conference time 

periods. Firms similarly become more connected between the Group 1 (1973 to 1977) and 

Group 2 (1979 to 1988) conference time periods, although, as conveyed in the expert comments 

earlier in this chapter, firms became slightly less connected in the Group 3 (1990 to 1995) 

conference time period. Universities' connectedness level in the Group 2 conferences also 

declined in the Group 3 conferences. 

TABLE4.9 

Relational Ties of Each Affiliation Type 

Group 1 Conferences Group 2 Conferences Group 3 Conferences 
1973 to 1977 1979 to 1988 1990 to 1995 

94 relational ties 1,366 relational ties 1,658 relational ties 
(39% of244 total ties) (87% of 1,579 total ties) (88% of 1,880 total ties) 

Contract Nonprofit R&D 0 (0%) 245 (76%) 296 (89%) 
Firm 38 (25%) 598(51%) 721 (49%) 
Government 21 (58%) 237 (79%) 126 (89%) 
University NA 60 (43%) 65 (35%) 
Utility 35 (36%) 226 (67%) 450 (78%) 
Note: Percentages are of all of the ties of an affiliation type in a given time period. 

According to Table 4.9, the most connected affiliation type throughout all three 

conference time periods was government. The importance for government of working together 

with utilities, equipment vendors, and others in research in S02 control technology is evidenced 

not only in this table, but also in the research histories of the EPA and DOE. The EPA's 

research history shows two good examples: first, it has been the longest sponsor of the S02 

Symposium, and second, it was responsible for establishing the Shawnee test facility in April 
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1972. This facility, which was equipped with three 10 MW boilers and operated in partnership 

with Bechtel and TV A, was responsible for much of the early research in S02 control. The 

DOE's research history also shows a good example of government cooperation with industries in 

its management of the Clean Coal Technology (CCT) program beginning in December 1985. 

Industries provided over 50 percent of the cost of the CCT demonstrations and also played a 

major role in project definition and in ensuring eventual commercialization. 

Important Organization by Important Organization Network Results 

Figure 4.4, Figure 4.5, and Figure 4.6 are Krackplot 3.0 versions of the changing 

coauthorship patterns among the important affiliations listed in Table 4.8. The numbers 

accompanying various interorganizational ties in these figures again are the percentages (if at 

least equal to 1%) of all coauthorship ties that occurred between researchers in the important 

affiliations during each time period. Group 1 conferences encompass 7 5 important affiliation 

ties, Group 2 conferences encompass 481 important affiliation ties, and Group 3 conferences 

encompass 682 important affiliation ties. Numbers in bold indicate "strong" ties, which again 

are ties between important affiliations that represent at least 10% of all such ties in each time 

period. The boxes around the various affiliations indicate types of affiliations, in the following 

order (going clockwise): elliptical boxes indicate either universities or government agencies, 

rectangular boxes indicate firms including FGD vendors, boiler manufacturers, and consultants, 

and diamond boxes indicate utilities and contract nonprofit research and development 

. . 88 
orgamzatwns. 

88 Krackplot 3.0 only has the graphic capability to show boxes of three different shapes. 
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FIGURE 4.4 

Coauthorship Ties between Important Affiliations in Group 1 Conferences (1973 to 1977) 
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Notes: Numbers are percentages of75 total important affiliation coauthorship ties in this period. 
Numbers in bold are strong ties (greater than 10% of important affiliation ties). 
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FIGURE 4.5 

Coauthorship Ties between Important Affiliations in Group 2 Conferences (1979 to 1988) 
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Notes: Numbers are percentages of 481 total important affiliation coauthorship ties in this period. 
Numbers in bold are strong ties (greater than 10% of important affiliation ties). 
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FIGURE 4.6 

Coauthorship Ties between Important Affiliations in Group 3 Conferences (1990 to 1995) 

Notes: Numbers are percentages of 685 total important affiliation coauthorship ties in this period. 
Numbers in bold are strong ties (greater than 10% of important affiliation ties). 
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As was the case with Figure 4.4, Figure 4.5, and Figure 4.6, these figures show network 

relations becoming denser between the Group 1 and Group 2 conferences, and then stabilizing 

between the Group 2 and Group 3 conferences. The most prominent feature of these figures is 

the changing nature of strong ties, as summarized in Table 4.10. By far, the most dominant set 

of ties in any period is among researchers at the Tennessee Valley Authority in the 1973 to 1977 

conference time period (51% of all important affiliation ties). Together with ties to other 

important government agencies, firms, and utilities, TV A accounts for two-thirds of all the 

important affiliation ties at the Group 1 conferences. TV A, again, partnered with EPA and 

Bechtel on the Shawnee test facility in the 1970s, and both of these partners are also strong 

players in the important affiliation coauthorship pattern of the Group 1 (1973 to 1977) 

conferences. EPA accounts for 17% and Bechtel accounts for 16% of all the ties between 

important affiliations in the Group 1 conferences (Bechtel's reflexive coauthorship ties alone 

account for 12% of important affiliation ties). 

TABLE 4.10 

Strong Coauthorship Ties between Important Affiliations 

Group 1 Conferences Group 2 Conferences Group 3 Conferences 
(1973 to 1977) (1979 to 1988) (1990 to 1995) 

TV A reflexive ties TV A reflexive ties Babcock & Wilcox reflexive ties 
38 (51%) of75 important 63 (13%) of 481 important affiliation 70 (10%) of 682 important affiliation 

affiliation coauthorship ties coauthorship ties coauthorship ties 
(16% of 244 affiliation type ties of> 1 %) ( 4% of 1,579 affiliation type ties of> 1 %) ( 4% of 1,880 affiliation type ties of> 1%) 

Bechtel reflexive ties Radian to EPRI relational ties Radian to EPRI relational ties 
9 (12%) of75 important 74 (15%) of 481 important affiliation 144 (21%) of 682 important 

affiliation coauthorship ties coauthorship ties affiliation coauthorship ties 
( 4% of 244 affiliation type ties of> 1%) (5% of 1,579 affiliation type ties of> 1 %) (8% of 1,880 affiliation type ties of> 1%) 

Radian reflexive ties 
111 ( 16%) of 682 important 

affiliation coauthorship _ties 
(6% of 1,880 affiliation type ties of> 1 %) 

TV A's dominance begins to fade in the Group 2 conference time period, and disappears 

altogether in the Group 3 conference time period. Meanwhile, the Radian-EPRI tie increases in 
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dominance, from non-existent in the Group 1 conferences, to the most dominant tie in the Group 

2 and 3 conferences. Radian's reflexive ties also become a strong factor in the Group 3 

conferences. These observations indicate that TV A was a very significant player in the S02 

industrial-environmental innovation complex in the 1970s, while EPRI and Radian were very 

significant players in the 1980s and 1990s. 

Another observation is that in both the Group 2 and 3 conferences, a few important 

affiliations were not connected to other important affiliations. In addition, several important 

organizations appear only in one or two time periods. 

Important Author by Important Author Network Results 

Figure 4.7 and Figure 4.8 show Krackplot 3.0 versions of the changing coauthorship 

pairings between the fourteen important authors listed in Table 4.8. Recall that these authors 

presented papers in over half of the S02 Symposium conferences and coauthored one-sixth of the 

conferences' 1,07 5 total papers with one-eighth of its 1,825 total authors. As these figures show, 

while these authors are highly connected within the general S02 research community, they had 

relatively little coauthorship interaction amongst themselves. The numbers accompanying 

various ties in these figures again are the percentages of all coauthorship ties that occurred 

between important authors during each time period. The Group 1 conferences had no 

coauthorship ties between these fourteen important authors; hence, there is no figure for the 

Group 1 conference time period of 1973 to 1977. The Group 2 conferences encompassed 

nineteen important author ties and the Group 3 conferences encompassed ten important author 

ties. Numbers in bold again indicate "strong" ties, which represent at least 10% of all the 

important author ties in the Group 2 conferences and at least 50% of these ties in the Group 3 
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conferences. 89 The boxes around the various author names indicate the affiliation types they 

were primarily associated with, in the following order (going clockwise): elliptical boxes 

indicate either universities or government agencies, rectangular boxes indicate firms including 

FGD vendors, boiler manufacturers, and consultants, and diamond boxes indicate utilities and 

contract nonprofit research and development organizations. 

FIGURE 4.7 

Coauthorship Ties Among Important Authors in Group 2 Conferences (1979 to 1988) 

Notes: Numbers are percentages of nineteen total important author ties in this period. Numbers 
in bold are strong ties (greater than 10% of ties). 

89 This higher percentage cut-off for strong ties is a result of the concentration of strong important author ties in the 
Group 3 conferences. 
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FIGURE 4.8 

Coauthorship Ties Among Important Authors in Group 3 Conferences (1990 to 1995) 

Notes: Numbers are percentages often total important author ties in this period. The number in 
bold is a strong tie (greater than 50% of ties). 
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Whereas important affiliations coauthor papers together, important authors generally do 

not. Besides not coauthoring any papers together in the Group 1 (1973 to 1977) conference 

period, the important authors only coauthor together in the Group 3 (1990 to 1995) conference 

period in four distinct pairings. The most prominent of these pairings is that between Gary 

Blythe at the Radian Corporation and Richard Rhudy at EPRI. In the Group 2 (1979 to 1988) 

conference time period, important authors coauthor with one another a bit more often, with nine 

pairings of varying frequency strengths. The strongest tie in this period, as in the Group 3 (1990 

to 1995) conference period, is the tie between Blythe and Rhudy. There are other strong ties in 

this period, however. Gary Rochelle at the University of Texas at Austin and David Owens at 

EPRI form one of these strong pairings, as do Bernard Laseke ofPEDCo-Environmental 

Consultants, Inc. and Norman Kaplan at the EPA. The Laseke-Kaplan link is somewhat 

expected, since PEDCo-Environmental Consultants, Inc. ran a long-term database for the EPA 

on the commercial status of FGD technologies that frequently issued reports at the S02 

Symposium. 

Conclusions 

In order to gain insights into the effects of government actions on the innovation process, 

this chapter has focused on research activity and communication patterns for the group of S02 

control technology researchers that presented at the S02 Symposium between 1973 and 1995. 

Conference proceedings show that a large and diverse population of researchers presented papers 

in the S02 Symposium, with this population (and the number of papers they presented) 

increasing throughout the 1973 to 1995 time period. This population of authors was affiliated 

with such organization types as government, contract nonprofit research and development 

organizations, universities, utilities, and other types of firms. 
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As attested to by experts, the S02 Symposium was very important to the evolution of 

FGD technology. Although it was probably more influential before the 1990s, this conference 

facilitated a high level of information exchange in the so2 industrial-environmental innovation 

complex in such areas as operating experience, technical know-how, and new research. The 

information exchange facilitated particularly by the S02 Symposium's venues for informal 

meetings between researchers was observed to be fast and to have an international reach 

throughout the 1973 to 1995 time period. 

The information contained in the S02 Symposium conference proceedings provides 

technical, organizational, and political insights into this information exchange and how it has and 

has not changed over the years. Technically, one constant throughout the 1973 to 1995 time 

period was the emphasis contemporaneous researchers placed on the disposal or utilization of 

FGD byproducts, a topic that has rated sessions in all but one of the S02 Symposium conferences 

analyzed. This fact adds another qualitative dimension to the understanding of technical change 

in S02 control as measured by patenting activity in Chapter Three, as does the prominence of 

session titles pertaining to furnace sorbent injection technologies, materials of construction, and 

chemical additives. The prominence of dry FGD technologies in the S02 Symposium, 

particularly in the 1979 to 1988 period when these technologies and combined S02/NOx 

technologies were split into their own conference, is another important insight into inventive 

activity provided by these conference proceedings. 

Organizationally, fourteen authors and twenty organizations emerged as consistently 

important to the diffusion of S02 control technology research due to their coauthorship of 

research papers presented in over 50% of the S02 Symposium conferences. The fourteen 

important authors further excelled both in the total number of papers they coauthored (one-sixth 
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of the total 1, 07 5) and in the total number of authors they wrote papers with (one-eighth of the 

1,825 total). The number of authors that presented over time increased faster than the number of 

papers that were presented, which shows that the research community defined by the S02 

Symposium grew over time. 

Network analysis of conference paper coauthorship data provided further insight into the 

growth of this research community. In the Group 1 (1973 to 1977) conference time period, not 

every type of innovating organization reached beyond its boundaries in writing papers for the 

S02 Symposium.90 This was not true in the Group 2 (1979 to 1988) or Group 3 (1990 to 1995) 

conference time periods, which is further evidence of S02 community growth over time. 

Information about important organizations also shows changes in the S02 community. Analysis 

showed that TV A was a very significant player in the S02 industrial-environmental innovation 

complex in the 1970s, while EPRI and Radian were very significant players in the 1980s and 

1990s.91 Analysis of coauthorship patterns among important authors revealed that important 

authors generally do not coauthor papers together, despite their centrality in the overall 

coauthorship network. 

Politically, the S02 Symposium provides three lines of evidence that the information 

exchange that occurred through the conference was consistently influenced by the actions of 

government. The first line of evidence for this is the observation by expert L that the S02 

Symposium was particularly popular right before and during the implementation of the 1977 and 

1990 CAAs, as utilities needed to determine their technological options. The second line of 

evidence is the growth of coauthorship networks from the Group 1 (1973 to 1977) conferences to 

9° For example, universities and contract non-profit R&D organizations like Battelle and EPRI only had reflexive 
connections in this time period. 
91 Bechtel played a strong, but less significant role in the 1970s, as did Babcock & Wilcox in the 1990s. 
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the Group 2 (1979 to 1988) conferences for all affiliation types, important organizations, and 

important authors. This growth in the S02 research community after the 1977 CAA and 1979 

NSPS befits a time period in which FGD technologies had been basically mandated for all new 

and significantly modified sources. 

The third, and most important, line of evidence that the knowledge shared at the S02 

Symposium was influenced by government actions is the existence of specific legislation- and 

regulation-based session titles in the proceedings of each conference that followed the passage of 

a national S02-related legislative or regulatory event. 92 The 1986 sessions on acid deposition 

retrofit applications and acid deposition issues are particularly informative on this account, as 

they were the only sessions in the history of the conference to treat acid rain in the session title. 

This fact, as well as the particularly large increase in conference research activity in the mid- to 

late-1980s, corresponds well with the attempts made in Congress in 1982, 1984, 1986, and 1987 

to strengthen U.S. air legislation with respect to acid rain. All of these facts help to build the 

case, first posed in Chapter Three as an explanation of a 1988 peak in patent filing activity, that 

the so2 industrial-environmental innovation complex greatly anticipated pending acid rain

related regulation in the mid-1980s. 

The S02 Symposium session titles and coauthorship patterns have been used in this 

chapter to increase the understanding of the technological and organizational changes 

accompanying the historical innovation processes underlying S02 control technologies. The next 

chapter will attempt to address the importance of government actions in innovation in so2 

control by focusing on knowledge gained from operating experience and its contribution to 

innovative outcomes. 

92 These sessions were in addition to any discussions of government activity held in the opening plenary sessions. 
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Chapter 5 Learning Curve Analysis 

Studies have shown that a considerable amount of innovative activity can be traced to the 

experience of operating personnel [for a discussion, see Cohen and Levin (1989)]. The 

information about technical operations developed by these personnel is likely to be especially 

important for both potential and actual utility adopters ofFGD systems.93 For potential utility 

users, operating experience information could contribute to the adoption decision and thus 

facilitate technology diffusion. For current utility users, this information could help them modify 

the operations of systems they already own in order to improve performance and/or reduce 

operating costs. It is this latter innovative activity- a type of post-adoption innovative activity 

referred to here as "learning by doing"- that is the focus of this chapter. 

As mentioned in Chapter One, this type of innovative activity is discussed under a variety 

of names in the literature, including "learning by doing," "learning by using," or "reinvention." 

Learning by using or doing is the result of the observation of"difficulties or opportunities that 

emerge during the operation" of new equipment (Rosenberg, 1994 ). "Reinvention" is "the 

degree to which an innovation is changed or modified by the user in the process of its adoption 

and implementation (Rogers, 1995)." The basic principle behind learning by doing, however, is 

that production experience creates knowledge that improves productivity (Arrow, 1962). An 

important part of this knowledge acquired through organizational experience is tacit know-how 

(see Nonaka, 1991; Polanyi, 1966; Berry and Broadbent, 1984). 

The so2 industrial-environmental innovation complex is a good candidate for studying 

learning by doing. According to Argote (1999, p. 199), learning by doing is especially effective 

93 The importance of this type of information to the development ofFGD technology was indicated in Chapter Four 
in the expert discussions about the types of information exchanged in the S02 Symposium. 
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in industries in which "knowledge is uncertain, not well-understood, and highly dependent on the 

organizational context." The FGD equipment and services industry appears to be such an 

industry. The FGD operating problems of the 1970s and the fact that the knowledge required to 

simulate the effects and interactions of specific FGD process variables did not accumulate until 

the mid-1980s indicate that the knowledge base for FGD was historically uncertain and poorly 

understood. As discussed in the interview testimony to follow in this chapter, FGD operators 

were known for helping to improve the technology through trial and error, a behavior that fits the 

"improvisational approaches" proven to be effective in firms with an uncertain knowledge base. 

FGD-related knowledge is also highly "context-dependent," or likely to vary as a function of 

features which vary significantly from firm to firm, such as the structures and technologies in 

place at a given utility. The context-dependent nature of S02 control technology is also 

elaborated upon in interview testimony in this chapter. For example, one expert explained that 

FGD performance sometimes varies even at the plant level within a given utility company. 

Given that post-adoption innovation appears likely to occur in the FGD equipment and 

services industry, it is important to find a measure that will capture it. Technological change 

attributed to operating experience is often measured through "learning curves," in which unit 

costs (or other features) of production decrease at a decreasing rate with increasing cumulative 

output.94 As reviewed in Argote (1999, p. 1), learning curves have been found in a variety of 

industries, including those in which discrete products like ships, aircraft, trucks, and 

semiconductors are produced, as well as in industries in which continuous products like refined 

94 This phenomenon is also sometimes given the names "progress curves" and "experience curves." 
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petroleum and chemicals are produced. In the electric power industry, learning curves have been 

found to characterize the construction cost of power plants (Joskow & Rose, 1985; Zimmerman, 

1992) and plant operating reliability (Joskow & Rozanski, 1979). 

This chapter focuses on searching for the existence of learning curves in the S02 

industrial-environmental innovation complex in order to gain insight into the innovative activity 

oflearning by doing in this complex (see Figure 5.1 ). If learning curves can be demonstrated in 

FGD technology and learning by doing is thus shown to have an important role in innovation in 

so2 control, it may ultimately be possible to link learning by doing to government actions 

ranging from regulation to knowledge transfer mechanisms such as the S02 Symposium. 

FIGURE 5.1 

Learning Curves as a Measure of Post-Adoption Innovation 

The classical form of an organizational learning curve ( Argote, 1999, pg. 13) is given in 

Equation 5 .1. The estimation of this equation allows the empirical assessment of whether 

organizational behavior has changed as a function of experience. The estimation of the learning 

rate, b, in this equation can be used to calculate the progress ratio (P = 2-b), or the rate at which 

unit costs decline each time cumulative output doubles (Argote, 1999, pg. 18). A progress ratio 
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of 80%, for example, means that unit costs are reduced to 80% of their value each time 

cumulative production doubles. In a study by Dutton and Thomas (1984), progress ratios were 

shown to vary from 55% to 107% for over one hundred field studies in a variety of production 

programs in industries including electronics, machine tools, papermaking, aircraft, steel, and 

automotive. 95 The most frequently observed progress ratio in these industries, however, was 

80% (Argote, 1999, p. 19). 

where: 

EQUATION 5.1 

The Classical Form of an Organizational Learning Curve 

y = the number of labor hours required to produce the ith unit 
a = the number of labor hours required to produce the first unit 
x = the cumulative number of units produced through time period i 
b = the learning rate 
i = a time subscript 

It is important to note that learning curves typically use the predictor variable of 

cumulative output to reflect operating experience at a particular organization (or unit of an 

organization). As discussed in Argote (1999, pg. 15), as organizations acquire operating 

experience, "members might learn who is good at what, how to structure their work better, or 

how to improve the layout of the production area." These and other types of learning by doing 

activities are generally not included in direct organizational investments in technology. Predictor 

variables other than cumulative output have the potential to confuse the effects of learning by 

doing activities with the effects of other innovative processes that may be the result of more 

direct organizational investments. For example, the predictor variable of calendar time reflects 

95 Progress ratios over 100% indicate situations in which unit costs increase rather than decrease with cumulative 
output. 
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general technological advances in the external environment that may result in unit cost 

improvements at an organization that are indistinguishable from the effects of learning by doing 

(Solow, 1957).96 

In this dissertation, learning curve analysis focuses strictly on the effects of learning by 

doing activities (resulting from operating experience) on FGD performance improvements by 

limiting the predictor and performance variables of Equation 5.1 to installed technologies. This 

is a departure from the way "learning curves" are often analyzed in the environmental 

technology literature. For example, Harmon (2000, pg. 8) attributes the cost decline in the 

learning curve equation to "a combination of production improvements (process innovations, 

learning effects, and scaling efforts), product development (product innovation, product redesign, 

and product standardization), and decreases in process input costs (parts and materials)." 

Harmon thus lumps together many innovative processes for consideration in his learning curve 

analysis, rather than limiting his analysis to the effects of the post-adoption innovative activity of 

learning by doing. As a result, his analysis of performance improvements does not distinguish 

between learning by doing effects over time on a single generation of technology versus overall 

innovation effects that manifest themselves in multiple generations of technology. In the 

framework of this dissertation, however, this distinction is made. Learning by doing effects on a 

single generation of technology are considered in this chapter, while the effects of the full set of 

innovative processes relevant to so2 control technologies on multiple generations of technology 

are considered at the end of Chapter Two in what is referred to as a "generational analysis." 

The remainder of this chapter is divided into three sections. The first section relates 

expert opinion about the "big picture" behind the evolution ofFGD technology, particularly as it 

96 As "general technological improvements," Argote (1999) gives the examples of improvements in materials 
properties and increases in computing power as time passes. 
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pertains to the role of operating experience in advancing the technology. The second section 

uses a learning curve methodology to analyze the operating experiences in the 1985 to 1997 

period ofU.S. FGD systems brought into service between 1971 and 1985. The third and final 

section discusses conclusions and possible future work in understanding the role of learning by 

doing in the so2 industrial-environmental innovation complex. 

Perception of the Importance of Operating Experience 

Operating experience was considered an essential part of the experts' descriptions of the 

story behind improvements in S02 control technology over the last thirty years.97 As part of the 

interview protocol, therefore, experts were prompted for information regarding the importance of 

operating experience only if they did not address it fully in the course of relating this story. Of 

the twelve experts interviewed, nine had to be prompted. 

In the experts' discussions of operating experience - ranging from the problems of the 

1970s (touched upon by experts A, B, E, F, G, H, I, J, K, and L) to the building of a positive 

track record that is helping to change perceptions about FGD today- one major theme emerges. 

The experts describe complementary and interacting roles for both the operators and designers of 

FGD systems in advancing the technology over the last thirty years. Experts B and H 

characterized this relationship between operators and designers as essential to the advancement 

ofFGD technology. 

The experts paid special attention to the actions ofFGD operators when faced with the 

operating problems of the 1970s. Utilities were credited with two major technological 

developments during this time period. First, expert E related that the Canadian utility Ontario 

97 The characteristics of the twelve experts interviewed appear in Table 1.1, where they are listed in conjunction 
with their identification labels in the dissertation. 

192 

ED _000 11 O_LN_ Set20000 1268-00204 



FOIA 2014-009508 Interim 5 

Hydro developed the very important spray tower absorber that was later sold by General Electric 

Environmental Services (GEESI, now Marsulex) after the inventor went to work for GEESI.98 

Second, expert I explained that an engineer at Louisville Gas & Electric, either "by accident or 

by extremely clever intuition," was the first in the U.S. to get a scrubber working without scaling 

by using the inhibited oxidation effect. This scrubber, which expert I explained was built as a 

result of a county-level regulation, used carbide lime, a byproduct of a method of acetylene 

manufacture, as a reagent. Battelle, EPA, and Radian all later investigated carbide lime to 

understand its properties. This led to better understanding of inhibited oxidation and the 

usefulness of thiosulfate as a reagent. 

Most of the other activities of utility personnel faced with the operating problems of the 

1970s did not have as clearly identified benefits as the activities in these two examples, 

according to the experts. Expert D observed that FGD operators at plants within a utility 

sometimes learned to operate FGD systems more effectively than those at other plants owned by 

that utility. This knowledge was not always transferred across the utility either because of 

"islands" or "one plant wanting to be more efficient than the other.'m Expert H identified 

operating personnel as helping to improve FGD technology through trial and error and testing in 

such areas as mist eliminator improvements and the development of corrosion-resistant materials 

and equipment. The testing of systems was a particularly important technology research area in 

which operators and designers interacted. As related by expert K, real time data on emissions 

and FGD chemistry were not available in the 1960s and 1970s, which hindered the development 

of more reliable and efficient scrubbers. Expert K explained that standard chemical technologies 

98 He was clearly appreciated by his new employer since he eventually became executive vice president. 
99 Note that competition among organizational subunits is a primary factor in impeding knowledge transfer within an 
organization [see Argote (1999, p. 177) for a brief review and discussion]. 
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developed in the laboratory were unable to work for long in harsh scrubber environments, so 

cooperation between operators and outside FGD researchers was essential to developing better 

understanding ofFGD chemistry. 

A barrier to this cooperation was operator distrust of outside researchers. Expert H 

related that operators did not always believe that researchers "knew what we were talking 

about." This is not surprising considering the great efforts to which utility operators had to go to 

compensate for the operating problems of the early scrubbers. Experts G, H, and K all described 

some of the physical activities involved in this compensation and how these activities translated 

into higher maintenance costs for the utilities. Expert G explained that annual maintenance costs 

were "tremendous" and unpredictable in the early days, as "things dissolved away and pieces of 

ductwork fell off and we found big holes in them." Manpower needs were also particularly high 

when utilities treated scrubbers "as a piece of auxiliary equipment" that the boiler operators were 

told to make run. Expert G described scrubbers running for a few days at a time until they 

plugged up and then had to be shoveled out and worked on by maintenance personnel for one to 

two weeks in order to make them run again. Experts H and K similarly described high 

maintenance costs in the 1970s due to the large number of operating personnel needed to take 

scrubbers down, clean them, and replace parts. In one case, expert K told of a utility using about 

forty people in a shift, each with different jobs such as replacing nozzles or fan blades, in order 

to take a module off-line and service it for twenty-four hours before its next use. Expert K also 

related that utilities used jackhammers or small dynamite charges to clear out clogged 

scrubbers. 100 

100 This was not a radical process for boiler operators, since they used similar charges to remove slag from the heat 
transfer surfaces inside boilers. 
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The magnitude of the operating problems experienced in the 1970s provided a strong 

incentive for utilities to resolve these operating problems. This incentive was reflected in the 

research priorities of many organizations involved in the so2 industrial-environmental 

innovation complex, and especially in those ofEPRI (which was responsible for conducting 

research for its utility members). Experts A, F, J, and L all explained that the research priorities 

thus established in S02 control technology resulted in the development of a better understanding 

of the process chemistry of the scrubber system. Expert A specifically mentioned that an 

improved understanding of phase equilibria, dissolution kinetics, and precipitation resulted from 

these research priorities. Additional improvements occurred in materials, according to expert J, 

and in instrumentation, according to expert L. 

New technologies evolved from these improvements. Experts E and J described a 

simplification in design that made the next generation of scrubbers (following early systems such 

as those using marble bed absorbers) much easier for utilities to operate. Expert A also stated 

that spray drying became popular in part because it demanded less of operators: "the liquid

based chemistry was less important and you could control it basically just by turning the knob, 

by adding more lime, [and] running high recycle rates." In the 1980s, utilities particularly 

considered ease of use important and were willing to pay higher capital costs for reliable wet 

systems. Expert A described "gold plated" scrubbers installed in this period that employed both 

higher quality alloys to reduce operating problems and more redundant designs than earlier 

scrubbers. As scrubbers evolved in the 1990s and reliability increased, however, capital costs 

declined since firms were able to dispose with redundancy. 101 Operating and maintenance costs 

for later scrubbers were also considerably lower than in earlier models. 

101 According to expert K, some of these cost savings were negated a bit by the addition of sophisticated equipment. 

195 

ED _000 11 O_LN_ Set20000 1268-00207 



FOIA 2014-009508 Interim 5 

Experts D, G, and K explained that as FGD technology evolved, the training and 

selection of operating personnel changed. Expert G participated in this trend. In the early 1980s, 

he created a more dedicated staff that would treat the scrubber as a chemical plant and achieve 

higher reliability and slightly higher removal efficiencies. He took people who had been rotating 

through power plant operations and created a separate job category for them as chemical 

operators. This entailed specialized training on how to run a scrubber and how the chemistry 

behind it worked. Expert K similarly described a transition to a more dedicated staff in the 

utilities he visited. In 1978, the utility teams he met typically involved a mechanical engineer 

who supervised boiler-operating personnel to also run scrubbers. In the late 1990s, utility FGD 

teams involve chemists, chemical engineers, and trained instrument technicians, among others, 

which is a team composition that Expert K first saw in Germany in the 1980s. 

Experts H and K also mentioned that the size of operating personnel teams has decreased 

over the years. This yielded operating cost savings; but in expert H's view, the number of 

engineers assigned to support FGD systems is "notoriously" low when compared to the 

engineering support provided for chemical plants of similar value in the chemical industry. 

Expert H stated that he believed that employing more engineers would likely result in money

making opportunities for the utilities, which have based their engineering staffing decisions not 

on these opportunities but on the smaller number of"fires" (i.e., problems) that FGD operators 

had to put out in the 1990s. 

The additional enhancements that operating personnel can potentially make in the 

functioning of scrubbers are now being threatened due to increased personnel turnover as a result 

of utility deregulation and restructuring, according to experts D and G. Expert D explained that 

turnover is high both in operating personnel within utilities as well as in personnel within vendor 
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firms. Particularly in Southeast Asia, where new scrubbers are being installed and no track 

record exists, mistakes from the past are being repeated, according to expert D. Both experts D 

and G, however, argued that this phenomenon is occurring in the U.S. as well. 

Both experts emphasized that a mechanism of technology transfer for new operators is 

very important, and both mentioned conferences as one such mechanism. Both experts saw the 

apparent success of conferences as a technology transfer mechanism as under threat, however, 

due to restructuring in the electric utility industry. Expert D explained that plant cutbacks have 

changed the audience at the S02 (now Mega) Symposium, so that considerably fewer power 

plant superintendents, FGD superintendents, and FGD operators attended in the 1990s than in the 

early 1980s. Similarly, utility deregulation has made it more difficult to organize the "FGD 

User's Conference" expert G described in Chapter Four. 

In summary, experts perceive that operating experience was important to the evolution of 

FGD technology. They relate that both major and incremental technological developments arose 

from operating experience, and particularly from the difficulties FGD operators faced in the 

1970s. Such developments are reflected in the performance improvements and cost reductions 

for new systems seen earlier in Chapter Two (Figure 2.14 and Figure 2.15). These are the 

"generational" improvements noted previously. It is not clear, however, if measurable FGD 

performance improvements can be observed as a result of learning by doing activities. The next 

section deals with this issue in the effort to identify learning curve effects in utility FGD systems. 

Learning Curve Analysis 

The purpose of learning curve analysis for S02 control technology is to investigate 

whether FGD operating experience resulted in a measurable improvement in technological 

performance. Such a demonstration of the importance of learning by doing to innovation in FGD 
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technology is the first step in investigating the influence of government action on learning by 

doing activities in S02 control. Unfortunately, this first step is highly dependent on the data 

available for learning curve analysis and the potential predictor and performance variables these 

data provide. 

The data source used in this analysis was the EIA-767 form collected by the Energy 

Information Administration (EIA) of the Department of Energy since 197 4 from all utility 

boilers above 50 MWe in size (Energy Information Administration, 1999). These data are 

currently available in computerized format from the EIA only for the operating years 1985 

through 1997. This limits the scope of analysis for three reasons. First, the number of annual 

data points available to generate time series is small, which restricts the statistical power of 

learning curve regressions. Second, these annual data points fall relatively late in the 

development ofFGD technology, which limits the opportunities to observe FGD performance 

improvements. Third, the time frame of analysis constricts the applicability of the potential 

findings of this analysis if these findings are to be directly compared to the major government 

regulatory actions in S02 control. Only one of these actions, the 1990 CAA, occurred during this 

time period. 

Despite these problems, the EIA-767 dataset was analyzed for learning curves because it 

provided a wide range of consistent data. Table 5.1lists some of the data in the EIA-767 dataset 

that were considered potentially relevant to the choice of predictor and performance variables 

that might result in demonstrable effects of learning by doing on FGD technological 

improvements. The cumulative output of an FGD system can be considered as the desulfurized 

gas that results from the combustion of fuel in the output of electrical generation. From the EIA-

767 data, three potential information sources emerged that were hypothesized to be useful in 
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expressing this output. For each power plant boiler unit, these were: (1) the amount of coal 

burned, (2) the amount of sulfur in the coals burned, and (3) the amount of electricity generated. 

Similarly, four potential information sources were hypothesized to be useful for the FGD 

performance variables that might demonstrate learning curve effects. For each FGD unit, these 

were: (1) the amount of sorbent used, (2) the electrical energy consumed, (3) the operating and 

maintenance costs experienced in the area of"labor and supervision," and (4) the operating and 

maintenance costs experienced in the area of"maintenance and all other costs." 

TABLE 5.1 

Some of the Relevant Data in the EIA-767 Dataset 

Type of Data Specific Information 
Identifiers Plant, boiler, and FGD units 
Non-FGD Operating Data Total annual coal burned 

Total sulfur content of coal 
Maximum generator nameplate rating 
Annual electrical generation 

FGD Operating Data Manufacturer and type ofFGD 
Type of sorbent 
Operating status 
Initial inservice date 
Annual total hours inservice 
Estimated removal efficiency under full load 
Estimated removal efficiency under annual operating factor 
Amount of sorbent used 
Electrical energy consumed 
Operating & maintenance expenditures broken down by category 
Installed cost broken down by category 
Estimated FGD waste and salable byproduct produced 
Annual pond and landfill requirement 
Design fuel specifications for ash and sulfur 
FGD specifications at 100% load broken down by category 

Source: Energy Information Administration, 1999 
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The first step in analysis was to translate these variables from the raw EIA-767 dataset 

into usable form. 102 The next step was to estimate learning curve effects using these variables on 

data for power plants with FGD system inservice dates before January 1, 1986. This set of 

eighty-eight plants had thirteen years of operating data in the years 1985 through 1997, which 

was the longest continuous operating period available in the EIA-767 dataset. Learning curve 

estimation of this full set of plant data using predictor and performance variable combinations 

based on the seven variables chosen might prove inefficient, however, if the variables chosen did 

not give signals of sufficient size. For this reason, a pilot set of eighteen utility plants with the 

popular spray tower, limestone sorbent type ofFGD (the largest group of plants likely to exhibit 

similar effects based on operating parameters specific to the type ofFGD unit) was analyzed 

first. 

Equation 5.2 gives the learning curve equations estimated for some of the different 

variable combinations considered in analysis of these eighteen plants. Missing data affected the 

total number of plants considered in a number of variable combinations, as noted. Equation 5.2 

also gives the condition for acceptance of the existence of a learning curve; if the coefficient of 

the X-variable (the value of the learning rate) is negative and statistically significant, learning is 

said to occur (see Argote, 1999). Note that the basic equation in Equation 5.2 is a logarithmic 

form ofEquation 5.1 that facilitates ordinary least-squares regression. The X-variable in this 

equation is a proxy for knowledge acquired through production. It is computed by summing the 

total units of output produced from the start of production up to, but not including, the current 

year. In order to generate the appropriate X-variable data points, annual power plant data were 

102 Note that the original computer programs designed to tabulate the EIA-767 data were written for computers circa 
1974, so the EIA-767 data had to be translated into a database-accessible format using the process described in 
Appendix D. 
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summed over the appropriate part of the 1985 to 1997 period, and the logarithm was computed. 

Each data point was lagged so that the value for year i was the value of year (i-1 ). The Y

variable data points were computed first by dividing the ith year's FGD performance variable by 

the cumulative output for the ith year, then by taking the logarithm. 
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EQUATION 5.2 

Learning Curve Equation Estimated in this Analysis 

logyi = c- b log xi 

H 0 :b?..O 
where: 

y = the perfonnance variable as the ith unit is produced 
x = the cumulative number of units produced through time period i 
b = the learning rate 

(a) y = sorbent used in the FGD unit 
x = coal burned by the boiler unit 
For these variables, eighteen pilot plants of continuous data were analyzed 

(b) y = power consumed by the FGD unit 
x = coal burned by the boiler unit 
For these variables, thirteen pilot plants of continuous data were analyzed 

(c) y = sorbent used in the FGD unit 
x = sulfur processed in the boiler unit 

where sulfur processed= (the amount of coal burned) * (the amount of sulfur in the coal) 
For these variables, seventeen pilot plants of continuous data were analyzed 

(d) y = power consumed by the FGD unit 
x = sulfur processed in the boiler unit 

where sulfur processed= (the amount of coal burned) * (the amount of sulfur in the coal) 
For these variables, thirteen pilot plants of continuous data were analyzed 

(e) y = sorbent used in the FGD unit 
x = power generated by the boiler 

For these variables, eighteen pilot plants of continuous data were analyzed 

(f) y =power consumed by the FGD unit 
x = power generated by the boiler 
For these variables, thirteen pilot plants of continuous data were analyzed 

(g) y = adjusted "labor and supervision" costs 
These were adjusted to constant 1997 dollars using the procedure given in Appendix E 

x = power generated by the boiler 
For these variables, eighteen pilot plants of continuous data were analyzed 

(h) y =adjusted "maintenance and all other costs" 
These were adjusted to constant 1997 dollars using the procedure given in Appendix E 

x = power generated by the boiler 
For these variables, eighteen pilot plants of continuous data were analyzed 

(i) y = summation of adjusted "labor and supervision" and "maintenance and all other costs" 
This summation, in constant 1997 dollars, is referred to as "LA+ MA" 

x = power generated by the boiler 
For these variables, eighteen pilot plants of continuous data were analyzed 

Table 5.2 displays the results of these pilot analyses. For each combination of predictor 

and performance variables in Equation 5 .2, the percentage of pilot plants for which the 
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estimation coefficient (learning rate b) is negative at the 90% confidence level is listed. 103 These 

plants exhibit learning curves. For most of the variable combinations in Equation 5.2, however, 

some plants definitely do exhibit learning curves while some plants definitely do not exhibit 

learning curves. Those plants that do not exhibit learning curves are seen in Table 5.2 in the 

percentage of pilot plants for which the estimation coefficient (learning rate b) is greater than or 

equal to zero at the 90% confidence level. The variable combinations that resulted in high 

percentages oflearning curve plants with low percentages of non-learning curve plants, all of 

which deal with the FGD performance variable of operating and maintenance costs, are listed in 

boldface. The variable combination that resulted in the greatest percentage of learning curve 

plants and a very small percentage of non-learning curve plants, combination (i), was chosen for 

fu h 1 . 104 
rt er ana ys1s. 

TABLE 5.2 

Results of Learning Curve Estimation using Combinations of Predictor and Performance 
V . bl ~ S b t f E. ht PI t ana es or u se o 1g1 een an s 

Learning Number of Plants of Number of Plants of 
Curve Total Relevant Pilot Plants Total Relevant Pilot Plants 

Variable for which b < 0 at 90% Confidence Level for which b ~ 0 at 90% Confidence Level 
Combination (Null Hypothesis Rejected) (Null Hypothesis Accepted) 

(a) 3/18 (17%) 3/18 (17%) 
(b) 5/13 (38%) 3/13 (23%) 
(c) 3/17 (18%) 3/17 (18%) 
(d) 3/13 (23%) 4/13 (31 %) 
(e) 3/18 (17%) 3/18 (17%) 
(f) 5/13 (38%) 3/13 (23%) 
(g) 8/18 (44%) 0/18 (0%) 
(h) 5/17 (29%) 0/18 (0%) 
(i) 10/18 (56%) 1/18 (6%) 

103 The 90% confidence level was chosen because it indicates statistical significance, albeit at a somewhat forgiving 
level that befits a pilot analysis of plant data with a fairly small number of yearly observations. For explanation of 
the computation of the confidence level, see Appendix H. 
104 Recall that this combination uses the LA+MA smmnation of adjusted "labor and supervision" and "maintenance 
and all other costs" as the performance variable and power generation as the predictor variable. 
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The set of eighty-eight plants with thirteen years of operating data in the years 1985 

through 1997 were estimated in two ways using the learning curve analysis variable combination 

(i). In the first method, estimation was performed on each plant separately. 105 Forty-five plants 

(51%) of the eighty -eight plants of various types analyzed exhibited statistically significant 

learning curve effects based on the predictor variable of cumulative electricity generation and the 

FGD performance variable ofLA+MA for a given year. For these forty-five plants, the mean 

slope of the regression line (or learning rate) was -0.4 7, the median was -0.3 7, the maximum was 

-0.13, and the minimum was -1.48. Figure 5.2 displays the learning curve of the plant with the 

slope closest to the mean of the forty-five plants with significant learning curve effects. For this 

plant, the annual FGD-related labor and maintenance costs decreased by 52% from 1985 to 1997 

as cumulative generation steadily increased. 106 

FIGURE 5.2 

Sample Plant Time Series with Slope Closest to the Mean of the 45 Plants 
Exhibiting a Learning Curve Effect 

-5.---------.----------.---------.---------. 
85 9 9.5 10 1 .5 

-6.5 ~------------------------' 

Lagged Log of CumulativekWh ElectricaiGenention 

In the second estimation method, the set of eighty-eight plants with thirteen years of 

operating data were pooled together. By running a fixed-effects model on these pooled 

105 Note that these estimations ignored missing data at the beginning or end of a given plant's time series. 
106 This increase was relatively steep, since cumulative generation at the end of these thirteen years was twenty times 
that at the beginning of the period. 
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observations, the learning rate b was observed to be -0.265, which was statistically significant at 

the 99% confidence level. 107 The progress ratio P that results from this learning rate was 

therefore 2-0
·
265

, or 0.83. This means that as cumulative output (power generation) doubles, the 

LA+MA operating and maintenance costs decline to 83% of their original level. This is in line 

with the Dutton and Thomas (1984) progress ratios for production programs in industries 

including electronics, machine tools, papermaking, aircraft, steel, and automotive, that were 

discussed earlier. The most frequently observed progress ratio in these industries, which 

arguably have less government influence on their innovative activities than the so2 industrial

environmental innovation complex, was 80% (Argote, 1999, p. 19). 

Conclusion and Future Work 

In this chapter, the presence of a learning curve effect was quantitatively demonstrated 

for the first time for FGD operations in the U.S. for the period 1985 to 1997. The progress ratio 

of 83% was determined for the FGD performance variable of combined labor and maintenance 

costs (adjusted to 1997 dollars) and the predictor variable of power generation. This progress 

ratio is very much in line with progress ratios determined in other industries. 

The existence of the learning curve effect in the S02 industrial-environmental innovation 

complex was not totally unexpected. Experts interviewed in this dissertation noted the 

importance of operating experience in S02 control technology and the value of shared operating 

experience and know-how conveyed at forums like the heavily government-sponsored so2 

Symposium. In addition, previous studies of learning by doing suggest that this effect is likely in 

industries in which the knowledge base is uncertain, poorly understood, or highly context

dependent, like the FGD equipment and services industry for much of its history. 

107 For more on the use and calculation of this model, see Appendix H. 
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Nonetheless, the finding of significant post-adoption learning activity in the S02 

industrial-environmental innovation complex in the 1985-97 period is important for two reasons. 

First, policy-makers interested in promoting environmental technological innovation may find 

this information useful for predictions or assessments of technological change in other 

environmental areas. Second, identifying plants with learning curve effects is a useful first step 

in understanding whether and how government environmental actions affect successful learning 

by doing activities by utility plants. 

In future research, the plants for which significant learning curves were identified in this 

analysis could be investigated using other analytic techniques such as surveys and interviews in 

order to gain insight into the influence of government actions on learning by doing activities in 

S02 control technology. One potentially interesting use of these analytic techniques would be to 

show whether facilities with greater learning effects participated heavily in the S02 Symposium 

or in government-sponsored R&D projects. If such correlations exist, they support the 

effectiveness of non-regulatory government actions in promoting the innovative activity of 

learning by doing in an environmental control technology. The converse correlations would also 

be interesting, as would a correlation between plants with strong learning effects and facilities 

that felt they gained the most knowledge from the FGD User's Conference, which did not 

include the input of government regulators. Another potentially interesting correlation would be 

between plants with strong learning effects and plants with low employee turnover, which may 

have weathered the storms of utility deregulation more successfully than other plants. The exact 

follow-up measurement techniques chosen for this follow-up work would be based on the 

identification and understanding of any common factors exhibited by these plants. Power plants 
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that did not exhibit learning curves could also be useful in the process of identifying the factors 

necessary for successful learning by doing in this domain. 

Finally, there is some possibility that a learning curve analysis similar to the one 

performed here but for a longer time series could provide the framework for a direct estimation 

of the effect on learning by doing activities of the major government regulatory actions in S02 

control. For example, it might be possible to construct learning curves (either through the 

discovery and use of missing EIA-767 data from 1974 to 1984 or through estimates ofFGD 

performance across this period) for the early years of FGD installation, when both S02 

regulation and the S02 industrial-environmental innovation complex were young. If a progress 

rate based on this earlier period proved to be different from the progress rate calculated here, it 

would suggest that a predictive use of learning curves in models of environmental innovation 

would have to consider the maturity of the market for that technology. In addition, combining 

the data from 1974 through 1997 would make it easier to see if short-term "shocks" correlated 

with government regulatory actions occur in learning curves. These shocks might occur as a side 

effect of the temporary but intense interest in FGD operations that regulatory changes might spur 

in utility management. Such an analysis would not have been useful in this chapter because only 

one of the main government regulatory actions considered in this dissertation, the 1990 CAA, 

occurred during the time period analyzed here. 
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Chapter 6 Conclusions 

When the New Source Performance Standards for the 1970 Clean Air Act were issued in 

December 1971, only three commercial scrubber units were operating in the United States. In 

hearings held in 1973, systems brought into service in 1972 and 1973 reported operating 

difficulties related to chemical scaling, demister pluggage, corrosion, reheater problems, and 

mechanical failures in equipment such as fans, pumps, and dryers. These early scrubbers had 

problematic reliability and low S02 removal efficiencies. A 1976 study by PEDCo-

Environmental Consultants, Inc., reported that S02 removal efficiencies ranged from 40 to 90% 

during the 1970 to 1976 period. Figure 6.1 and Figure 6.2, however, demonstrate how quickly 

S02 control technologies diffused and improved as a result of innovative activities that occurred 

inside the black box of the so2 industrial-environmental innovation complex, as supported and 

spurred on by government actions. 

FIGURE 6.1 

Improvements in S02 Removal Efficiency of Commercial FGD systems as a Function of 
Cumulative Installed FGD Capacity in the U.S. 
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FIGURE 6.2 

Reductions in Capital Cost of a New Wet Limestone FGD System for a Standardized 
Coal-fired Power Plant (500 MW e, 3.5% sulfur coal, 90% S02 removal) 
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This dissertation has explored the relationship between government actions and 

innovative activities in the industrial-environmental innovation complex built around the control 

of S02 emissions from electric power plants. It has applied complementary evaluation methods 

to the overlapping innovative activities of invention, adoption and diffusion, and learning by 

doing in this system. This research approach is depicted in Figure 6.3. 

FIGURE 6.3 

Dissertation Methods Used to Understand Innovative Activities in 
the S02 Industrial-Environmental Innovation Complex 
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In previous chapters, insights into the influence of government actions on innovative 

activities were related according to the three primary quantitative evaluation methods used in this 

dissertation: patenting activity, activity in technical conferences, and learning curves. In this 

chapter, however, these insights are integrated according to innovative activity in order to gain 

the greatest understanding of the influence of government actions on the innovative process. The 

final section of this dissertation discusses policy implications and future research. 

Invention, Adoption, and Diffusion 

The various data sources analyzed in this dissertation demonstrate the existence of 

inventive activity and characterize the adoption and diffusion of so2 control technologies. 

Figure 6.1, Figure 6.2, and much of Chapter Two demonstrate that S02 control technologies 

were adopted and diffused among electric utility plants. Chapter Three demonstrated that 

inventive activity occurred in S02 control technologies (at least as captured by patents), since 

thousands of patents exist in these technologies. These patents are also relevant for 

understanding the adoption and diffusion of these technologies, since firms typically anticipate 

commercial returns from patents. The research papers in the S02 Symposium also speak to 

invention, adoption, and diffusion. This conference's session titles are relevant for inventive 

research and operating experience in the industrial-environmental innovation complex, while the 

coauthorship patterns of the S02 Symposium touch on the communication channels for 

knowledge transfer in the diffusion of so2 control technologies. 

Several veins of evidence discussed in this dissertation support the thesis that the 

existence of national government regulation for S02 emissions control affected innovation in 

S02 control technologies. Two different approaches to the creation and analysis of patent 
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datasets showed patenting activity to be an indicator of the influence of regulation on inventive 

activity. First, the subclass-based patent dataset (which was consistent for over one hundred 

years) demonstrated that, despite the existence of government legislation dating back to 1955 

that authorized research into air pollution abatement methods, patent activity in S02 control did 

not really begin until after the introduction of a regulatory regime. Patent activity levels for this 

dataset can be portrayed as a step-function divided into two main periods by the 1970 CAA and 

its associated 1971 NSPS (which effectively mandated the existence of a national market for 

FGD in the U.S.). In the first period, no more than four patents were filed in a given year, while 

in the second period, 1971 to 1996, patenting activity never fell below a minimum activity 

threshold of seventy-six patents per year. The subclass-based dataset also demonstrated that 

patent activity in the second period peaked in the years 1978, 1979, 1988, and 1992. This pattern 

of peaks was also exhibited in the second, abstract-based, patent dataset. Models of the abstract

based patent dataset and interview testimony support the idea that inventive activity, as measured 

by patents, is spurred temporarily by the existence and anticipation of government regulatory 

actions. These temporary spurts of patenting activity (associated with the 1977 and 1990 CAAs, 

as well as an anticipated CAA in the mid- to late-1980s) enhance the public good of knowledge 

from which new discoveries and innovations draw. 

More evidence for the importance of government regulatory actions on the invention, 

adoption, and diffusion of so2 control technologies comes from the government-sponsored 

technology transfer mechanism of the S02 Symposium. For example, paper sessions specific to 

a new national legislative or regulatory event were held during the S02 Symposium that 

immediately followed the passage of the event. This implies that the S02 control community 

was quite aware that the details of government actions affected the direction of S02 control 
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technologies. This supposition is supported by the heightened attendance at these post

government action conferences that was observed by one expert. 

One particular technological pathway for S02 control, pre-combustion control 

technologies, was very strongly affected by the stringency and flexibility of S02 regulatory 

actions and their implications for potential technology markets. First, both models and expert 

testimony concerning patenting activity in pre-combustion control technology link the 

precipitous drop in this activity in 1978 to the 1979 NSPS. Although pre-combustion control 

technology was somewhat favored by the relatively flexible 1970 CAA and the government 

promotion of coal use after the Arab oil embargo of 1973, the stringency of the 1979 NSPS 

permanently and adversely altered this situation. Pre-combustion technologies were simply not 

robust enough to meet the new regulations; consequently, innovative activity in this technology 

declined markedly. 

Ironically, other legislative details of the 1979 NSPS supported sustained innovative 

interest along a different technological pathway, dry FGD technologies. Throughout the time 

period between the 1979 NSPS and the 1990 CAA, but especially during a period of anticipation 

of acid rain regulation in the mid- to late-1980s, presentations at the S02 Symposium 

demonstrated a particular emphasis on these technologies. This emphasis, which was supported 

in expert testimony, was not prevalent before the 1979 NSPS and was greatly reduced after the 

more technologically "flexible" 1990 CAA was implemented. Incidentally, the effect on 

innovative outcomes of the 1990 CAA was not ultimately the commercialization of a greater 

variety of technological responses to the problem of S02 control. Instead, it resulted in a general 

utility industry convergence to fuel switching and to wet limestone forced oxidation FGD 

technologies. These FGD technologies had lower cost designs and operations made possible 
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primarily through pre-1990 innovations and the legislative safeguard for utility reliability 

concerns of emissions trading. 

The details of government actions did not simply affect innovative activities directed 

toward particular technological pathways. They also apparently affected the size of the 

innovative audience interested in sharing knowledge about S02 control technologies as well as 

the composition of inter-organizational coauthorship patterns. In the wake of the relatively less 

stringent and more flexible 1970 CAA, when considerable operating problems were experienced 

by FGD utility operators, analysis of the S02 Symposium from 1973 to 1977 reveals that not 

every type of innovating organization reached beyond its boundaries for research paper 

coauthorship. As seen in Chapter Four, those organizations that did cross affiliation boundaries 

did so at much lower levels in conferences held in the 1973 to 1977 time period than in later 

years. Litigation between regulated utilities and government during this time period was 

probably one cause of this. Litigation, however, would be an unlikely reason for researchers 

from Bechtel and TV A not to write papers with each other or with the EPA in these years, as all 

three organizations were partners in the influential Shawnee test facility that ran in the 1970s. 

Yet reflexive ties amongst Bechtel and TV A authors were dominant in the conferences held 

between 1973 and 1977. 

With the implementation of the relatively more stringent 1979 NSPS, which affected a 

larger number of utilities than the 1971 NSPS, the innovative audience for knowledge about S02 

control technologies grew. In the S02 Symposium conferences held between 1979 and 1988, the 

number of papers that were presented, the number of organizations and authors that presented, 

and the number of cross-affiliation coauthored papers grew. The largest increase in all of these 

numbers occurred in the mid- to late-1980s, during the same period of anticipation of acid rain 
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regulation discussed above as important to patenting activity and to the interest in dry FGD 

technologies. The growth in cross-affiliation paper coauthorship in the conferences held 

between 1979 and 1995 is evidence that a denser communication network emerged during this 

time period for knowledge transfer relevant to the diffusion of S02 control technologies. The 

S02 Symposium conferences held between 1990 and 1995 were also characterized by a 

disproportionate growth in the number of authors that presented papers. This change may reflect 

heightened innovative interest in so2 control technologies during these years, which were 

marked by considerable uncertainty about the market implications of the 1990 CAA for FGD 

technologies. 

Uncertainty about the implications of government actions for S02 control technology was 

not limited to the 1990 CAA. Archival evidence shows that, as early as the 1970s, firms entered 

the FGD equipment and services industry rapidly either through new ventures or acquisitions as 

a result of anticipated, although uncertain, growth in the industry due to potential new regulatory 

initiatives. These predictions of industry growth were partially based on the tenfold increase in 

commercial scrubber unit installations that occurred between 1971 and 1976 and the low but 

growing profitability of the industry between 1976 and 1978. This FGD industry growth did 

continue in the early 1980s (the peak years for commercial scrubber installations occurred 

between 1979 and 1983). 

Rates of commercial FGD installation in the U.S. declined in the mid- to late-1980s, 

however, although levels of patenting and activity in technical conferences grew during this time 

period (almost certainly due to anticipation of new acid rain regulation). This anticipation is 

evidenced by expert testimony and the existence of S02 Symposium sessions in 1986 on "acid 

deposition retrofit applications" and "acid deposition issues" (the only sessions in the history of 
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the conference to allude explicitly to acid rain in a session title). It can also be inferred from 

congressional attempts in 1982, 1984, 1986, and 1987 to strengthen U.S. air legislation with 

regard to S02. It thus appears that the anticipatory response of firms to the timing and market 

potential of predicted government regulatory actions can be seen in overall and technology

specific inventive activity, as well as in organizational aspects of innovation. 

Innovative activities in S02 control are not limited solely to government regulation. Such 

institutionally focused environmental government actions as R&D support, research 

collaborations, and financial support for the S02 Symposium clearly had large effects on the 

evolution of S02 control technologies. The strongest evidence of the importance of these other 

government actions in the development of so2 control technologies (particularly the so2 

Symposium) arose in expert testimony, although the network analysis of the S02 Symposium 

provided in Chapter Four also supports this conclusion. 

In addition to these environmental government actions, there is one other type of 

government action that had implications for the so2 industrial-environmental innovation 

complex. Government actions that affect the utility industry have a strong potential influence on 

innovative activities in this complex. According to expert interviews, utility deregulation 

reduced the willingness of actors to share know-how and financial support for the so2 

Symposium. In addition, reductions in EPRI funding due, in part, to utility deregulation, served 

to reduce its financing of general R&D efforts in the S02 industrial-environmental innovation 

complex as well as its support of the S02 Symposium. On the positive side, individual post

deregulation utilities continue to fund R&D in S02 control technology. These utilities also 

continued to collaborate with other affiliation types in the S02 Symposium in the 1990 to 1995 

time period. 
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Learning by Doing 

Unlike invention, adoption, and diffusion, the existence of learning by doing in the S02 

industrial-environmental innovation complex is difficult to demonstrate. Qualitative evidence 

from expert interviews suggested that learning by doing, or performance improvements that 

occur as a result of a user's modifications of behavior or adopted equipment so as to correct 

difficulties observed during operation, occurred in S02 control technology. Numerous experts 

stated that operating experience was one of the most important types of knowledge shared as a 

result of the S02 Symposium and that both major and incremental technological developments 

arose from operating experience. Yet learning by doing is difficult to quantify. 

This dissertation quantitatively demonstrated the existence of learning by doing in U.S. 

utility FGD operations for the period 1985 to 1997 as a necessary first step to understanding the 

influence of government actions on learning by doing. The progress ratio of 83%, which is very 

much in line with progress ratios determined in other industries, was determined for the FGD 

performance variable of combined labor and maintenance costs (adjusted to 1997 dollars) and 

the predictor variable of power generation. 

By itself, the existence of learning by doing in S02 control technology is a useful finding 

for policy-makers interested in promoting environmental technological innovation. It shows 

that, unlike the curves depicted in Figure 6.1 and Figure 6.2 that result from new generations of 

equipment, quantifiable technological improvements can be shown to occur solely on the basis of 

the experience of operating an environmental control technology forced into being by 

government actions. It is important for policy-makers to note, however, that these improvements 

come at some pain to polluters and therefore involve a certain amount of political risk. As 

interview testimony, archival information about litigation and policy hearings, and perhaps the 
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low incidence of cross-affiliation coauthorship in the 1973 to 1977 S02 Symposium conferences 

demonstrate, the high expense of maintaining early FGD systems at electric utilities generated 

considerable distrust and antagonism between utilities and government actors. This antagonistic 

relationship was less useful for FGD performance improvements than the more cooperative 

climate that developed later. Cooperation among utility operators and outside researchers, 

particularly as supported through institutions such as EPRI, the EPA, and their jointly sponsored 

S02 Symposium, was cited by most experts as important to FGD performance improvements. 

The quantification of learning by doing through learning curves in the so2 industrial

environmental innovation complex for the years 1985 to 1997 provides some insights into the 

influence of government actions on environmental technological innovation. Richer insights 

may yet be obtained through future research. For example, it might be possible to construct 

learning curves (either through the discovery and use of missing EIA-767 data from 1974 to 

1984 or through estimates ofFGD performance across this period) for the early years ofFGD 

installation, when both so2 regulation and the so2 industrial-environmental innovation complex 

were young. It is quite possible that a progress rate based on this earlier period would be 

different from the progress rate calculated here for the more mature so2 industrial-environmental 

innovation complex. If true, this would suggest that any predictive use of learning curves for 

future estimates of the characteristics of an environmental control technology would have to 

consider the maturity of the market for that technology. In addition, combining the data from 

1974 through 1997 would make it easier to see if short-term "shocks" correlated with 

government regulatory actions occur in learning curves. These shocks might occur as a side 

effect of the temporary but intense interest in FGD operations that regulatory changes might spur 

in utility management. Finally, a more in-depth investigation of the plants that exhibited strong 
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learning effects may reveal the effectiveness of non-regulatory government actions, such as 

facilitating technology transfer and funding R&D activities, in promoting the innovative activity 

of learning by doing in so2 control technologies. 

Policy Implications and Future Work 

This dissertation integrated several established and repeatable quantitative and qualitative 

innovation research methods and applied them to an extended case study of innovative responses 

to multiple U.S. government actions centered on the abatement of S02 emissions from stationary 

sources. This approach allowed the specifics of government actions, environmental technology 

features, and affected organizations within the industrial-environmental innovation complex to 

be considered in this analysis. Although these insights are particularly relevant to the case study 

of S02 control technologies and may not be considered fully generalizable, they do appear to 

have policy implications that may be reinforced in future research. 

As stated in Chapter One, one instance in which case studies can have a generalizable 

impact is when a relatively large number of such studies show similar findings. The research 

methods used in this dissertation were chosen in part so that this case study could serve as a 

model for the conduct of similar case studies of other environmental control technologies. The 

findings of these future studies would then be able to be synthesized more readily with those of 

this dissertation, and the combined insights could then have a more generalized impact on policy 

discussions related to innovation, particularly in the environmental area. Two of these additional 

case studies, which focus on nitrogen oxide control technologies and carbon sequestration 

technologies, are newly underway in a follow-on study funded by the US DOE Office of Science 

(under Notice 00-08 for the Integrated Assessment of Global Climate Change Research). 
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Some of the major policy implications of this dissertation already appear to be 

generalizable because they are supported by other case studies. For example, this dissertation 

has shown that the existence of national government regulation for S02 emissions control 

stimulated innovation. This is supported by the case studies analyzed in Ashford, Ayers, and 

Stone (1985). It is interesting to note, however, that the patent analysis in this dissertation shows 

that national regulation is a more effective stimulant of inventive activity than national 

legislation in support of air pollution abatement research alone, with no regulatory requirements. 

This may well be particularly relevant to policy-makers interested in stimulating innovation in 

support of global warming mitigation, for which regulatory stimulus is lacking but research 

support is not. 

A second policy implication of this dissertation is that regulatory stringency appears to be 

particularly important as a driver of innovation, both in terms of inventive activity and in terms 

of the communication processes involved in knowledge transfer and diffusion. In the Ashford, 

Ayers, and Stone (1985) case studies, they found that "a relatively high degree of [regulatory] 

stringency appears to be a necessary condition" for inducing higher degrees of innovative 

activities (Ashford, Ayers, and Stone, 1985, note 36 at 429). In this dissertation, regulatory 

stringency appeared to be particularly important in driving the innovative direction of 

technologies to control S02 emissions. The high stringency of the 1979 NSPS for high-sulfur 

coal applications ended the viability of one technological pathway that innovation had centered 

upon, pre-combustion control technology with low removal efficiencies. Meanwhile, the 

moderate degree of stringency of this regulatory event for low-sulfur coal applications focused 

innovative attention on dry FGD technologies. With the relatively less stringent 1990 CAA, 
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coupled with the lower cost of non-technological alternatives (i.e., low-sulfur coal), this 

innovative attention faded. 

Increased regulatory stringency may have helped stimulate the formation of 

communication channels important to knowledge transfer in the diffusion of so2 control 

technology. The 1979 NSPS, which was more stringent and affected a larger number of utilities 

than the 1971 NSPS, thereby creating a larger market for FGD in the U.S., coincided with the 

growth in cross-affiliation paper coauthorship in the conferences held between 1979 and 1995. 

In addition, it corresponded with the beginning of a major increase in the number of papers that 

were presented and the number of organizations and authors that presented at the S02 

Symposium. All of these findings about the effects of regulatory stringency on innovation 

appear to be related to the finding in the mainstream innovation literature that demand is a major 

driver of innovation (see Mowery and Rosenberg, 1982). In an industrial-environmental 

innovation complex, the demand for various types of pollution control equipment is almost 

inseparable from the details of environmental legislation (see Kemp, 1997). The findings in this 

dissertation about regulatory stringency and innovation may be especially relevant to policy

makers considering a new national regulatory regime for a pollutant for which a dominant 

environmental control technology has not been established. Mercury air emissions from power 

plants might be considered such a pollutant today. 

A third policy implication of this dissertation is that inventive activity, as captured by 

patents, is spurred temporarily by the existence and anticipation of government regulatory 

actions. This temporary spurt in inventive activity thus provides a briefburst in the stock of the 

public good of knowledge from which new discoveries and innovations (especially in so2 

control technology) draw. Ashford, Ayers, and Stone (1985) also found that "anticipation of 
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regulation stimulates innovation," and that while "excessive regulatory uncertainty may cause 

industry inaction, too much certainty will stimulate only minimum compliance technology" 

(Ashford, Ayers, and Stone, 1985 pg. 426). Taken together, these findings make a case for 

policy-makers to not be overly concerned with mapping many years' worth of environmental 

standards into law at a given time. 

This dissertation also has other policy implications that have not arisen in previous 

environmental innovation case studies. First, it has shown that federal funding of a technology 

transfer mechanism such as the S02 Symposium has been extremely valuable to environmental 

innovation, according to experts in S02 control technologies. More specifically, these experts 

cited cooperation among utility operators and outside researchers as particularly important to 

FGD performance improvements. The facilitation of research cooperation and knowledge 

transfer of a variety of valuable forms, including operating experience, appears to be an 

important aspect of a well-designed effort on the behalf of policy-makers to drive environmental 

innovation. Policy-makers interested in driving environmental innovation for use in the electric 

power sector should pay particular attention to this recommendation, especially in light of the 

findings of this dissertation that utility deregulation has reduced the willingness of innovative 

actors in so2 control technologies to share technical know-how. 

A second stand-alone finding of this dissertation that is relevant to policy-makers is the 

determination that as electric power generation doubles, the operating and maintenance costs of 

FGD systems decline to 83% of their original level. This finding, which is very much in line 

with progress ratios determined in other industries, shows that quantifiable technological 

improvements can be shown to occur solely on the basis of the experience of operating an 

environmental control technology forced into being by government actions. This finding, 
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especially if reinforced by other case studies, can be useful to policy-makers interested in making 

cost projections about environmental technologies. 

A third stand-alone finding of this dissertation, the logarithmic and polynomial equations 

fitted to the data in Figure 6.1 and Figure 6.2, may also be useful to policy-makers interested in 

projecting aspects of environmental innovation. These models characterize improvements in 

FGD performance and reductions in cost as a simple function of technology diffusion. Again, 

finding similar functions in other case studies of environmental innovation will be important to 

developing a more general, policy-relevant understanding of these rates of environmental 

innovation. 

This dissertation has provided several insights into the complex influence of government 

actions on innovative activities and outcomes in an environmental control technology, but 

additional work could provide further insight. There are several avenues of future work, besides 

applying the research methods used in this dissertation to nitrogen oxide control and carbon 

sequestration technologies. First, it would be interesting to note how patent activity in S02 

control changes as Phase II of the 1990 CAA progresses. Second, it would be interesting to see 

if the findings in this dissertation about the influence of government regulation on patenting 

activity hold true when considering the patent datasets of other countries. For example, while it 

might be expected that Germany would exhibit a patenting spike in the mid-1980s, to tie with its 

stringent 1983 acid rain program, both its government and its innovation patterns could confound 

the results. 108 Third, it would be interesting to observe whether learning curves change as their 

underlying data are updated to reflect an increasingly deregulated electric utility industry. 

Fourth, it would be interesting to see if an in-depth investigation of the plants identified in this 

108 This program resulted in 35,000 MWe ofFGD systems being installed in four years, 33% of which was licensed 
from U.S. companies. 
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analysis as exhibiting learning curve effects demonstrated positive or negative correlations 

between high rates of learning and non-regulatory government actions. Finally, it would be 

interesting to observe whether learning curves that span the 197 4 to 1997 period exhibit slope 

changes between the early and later years of FGD technological maturity or exhibit shocks 

correlated with government regulatory actions. 

224 

ED _000 11 O_LN_ Set20000 1268-00235 



FOIA 2014-009508 Interim 5 

References 

Chapter One: Introduction 

Archibugi, D. (1988). In search of a useful measure oftechnological innovation. Technological 
Forecasting and Social Change, 34 (3), 253-77. 

Archibugi, D., & Pianta, M. (1996). Measuring technological change through patents and 
innovation surveys. Technovation, 16 (9 ), 451-68. 

Ashford, N.A., Ayers, C., & Stone, R.F. (1985). Using regulation to change the market for 
innovation. Harvard Environmental Law Review, 9, 419-66. 

Clarke, N., & Riba, M. (1998). Patent information for technology foresight. Vienna, Austria: 
European Patent Office. 

Cohen, W., & Levin, R. (1989). Empirical studies of innovation and market structure. In R. 
Schmalensee, & R.D. Willig (Eds.), Handbook of industrial organization (Vol. 2, pp. 
1059-11 07). Amsterdam: Elsevier. 

Dupuy, D. (1997). Technological change and environmental policy- The diffusion of 
environmental technology. Growth and Change, 28, 49-66. 

Green, K., McMeekin, A., & Itwin, A. (1994). Technological trajectories and research and 
development for environmental innovation in UK firms. Futures, 26, 1047-59. 

Hansen, J.A. (1992). New indicators of industrial innovation in six countries: A comparative 
analysis. Washington, D.C.: National Science Foundation. 

Heaton, G.R. (1990, June). Regulation and technological change: Charting a new emphasis. 
Paper presented at Toward 2000: Environment, Technology, and the New Century, 
Annapolis, MD. 

Hirschman, A.O. (1958). The strategy of economic development. New Haven, CT: Yale 
University. 

Jaffe, A., & Palmer, K. (1997). Environmental regulation and innovation- A panel data study. 
The review of economics and statistics, 79, 610-619. 

Jaffe, A., & Stavins, R.N. (1995). Dynamic incentives of environmental regulations: The effects 
of alternative policy instruments on technology diffusion. Journal of Environmental 
Economics and Management, 29, S-43-S-63. 

Kemp, R. (1997). Environmental policy and technical change: A comparison of the 
technological impact of policy instruments. Cheltenham: Edward Elgar. 

225 

ED _000 11 O_LN_ Set20000 1268-00236 



FOIA 2014-009508 Interim 5 

Kneese, A.V., & Schultze, C.L. (1975). Pollution, prices, and public policy. Washington: 
Brookings Institution. 

Lanjouw, J.O., & Mody, A. (1996). Innovation and the international diffusion of 
environmentally responsive technology. Research Policy, 25, 549-71. 

Magat, W.A. (1978). Pollution control and technological advance: A dynamic model of the 
firm. Journal of Environmental Economics and Management, 5, 1-25. 

Mowery, D.C., & Rosenberg, N. (1982). The influence of market demand upon innovation: A 
critical review of some recent empirical sh1dies. InN. Rosenberg (Ed.), Inside the Black 
Box: Technology and Economics (pp. 193-241 ). New York: Cambridge University Press. 

Organization for Economic Cooperation and Development, Environment Committee. (1985). 
Environmental policy and technical change. Paris, France. 

Orr, L. (1976). Exchange versus grant transactions in environmental models: Incentive for 
innovation as the basis for effluent charge strategy. American Economic Association, 66, 
441-447. 

Porter, M.E. (1980). Competitive strategy: Techniques for analyzing industries and competitors. 
New York: Free Press. 

Porter, M.E. (1991). America's green strategy. Scientific American, 264 (4), 96. 

Rogers, E.M. (1995). Diffusion of innovations (4th ed.). New York: Free Press. 

Rosenberg, N. (1969). The direction of technological change: Inducement mechanisms and 
focusing devices. Economic Development and Cultural Change, 18, 1-24. 

Rosenberg, N. (1994). Exploring the black box: Technology, economics, and history. 
Cambridge, U.K.: Cambridge University Press. 

Schmoch, U., & Schnoring, T. (1994). Technological strategies oftelecommunications 
equipment manufacturers: A patent analysis. Telecommunications Policy, 18 (5), 397-
413. 

Schumpeter, J. A. (1942). Capitalism, Socialism and Democracy. New York: Harper Brothers. 

Smith, K. (1992a). Quantitative innovation studies in Europe with existing datasets: 
Possibilities and problems. Oslo: Royal Norwegian Council for Scientific and Industrial 
Research. 

Smith, K. ( 1992b ). Technological innovation indicators: Experience and prospects. Science and 
Public Policy, 19 (6), 383-92. 

226 

ED _000 11 O_LN_ Set20000 1268-00237 



FOIA 2014-009508 Interim 5 

Stoneman, P. (Ed.). (1995). Handbook of the economics of innovation and technological change. 
Oxford, UK: Blackwell. 

U.S. Environmental Protection Agency. (1997, December). Terms of the environment: Glossary, 
abbreviations, and acronyms (EPA 175B97001 ). Cincinnati, OH. 

Chapter Two: The Innovative Context of Sulfur Dioxide Control Technologies 

Ackerman, B.A., & Hassler, W.T. (1981). Clean coal dirty air. New Haven: Yale University 
Press. 

Alm, A.L., & Curham, J.P. (1984). Coal myths and environmental realities: Industria/fuel-use 
decisions in a time of change. Boulder: Westview Press. 

Bailey, C.J. (1998). Congress and air pollution: Environmental politics in the USA issues in 
environmental politics. New York: Manchester University Press. 

Barbour, W., et. al. (1996, February). Gas absorbers. In W.M. Vatavuk (Ed.), OAQPS control 
cost manual (EPA 453/B-96-001). Research Triangle Park, NC: U.S. Environmental 
Protection Agency, Office of Air Quality Planning & Standards. 

Bryner, G.C. (1995). Blue skies, green politics: The Clean Air Act of 1990 and its 
implementation (2nd ed.). Washington, D.C.: CQ Press. 

Burtraw, D. (1996). The S02 emissions trading program- Cost savings without allowance trades. 
Contemporary Economic Policy, 14, 79-94. 

Cooper, C.D., & Alley, F.C. (1994). Air pollution control: A design approach (2nd ed.). 
Prospect Heights, IL: Waveland Press. 

Devitt, T.W., Isaacs, G.A., & Laseke, B.A. (1976, May). Status of flue gas desulfurization 
systems in the United States. Paper presented at the Symposium on Flue Gas 
Desulfurization, New Orleans. 

DOE reports on progress in FGD controls for coal-fired plants (1999, July 12). Coal Week, 25 
(28), p. 8. 

Durant, R.F. (1985). When government regulates itself: EPA, TV A, and pollution control in the 
1970s. Knoxville, TN: University of Tennessee Press. 

Ellerman, A.D., & Montero, JP. (1998). The declining trend in sulfur dioxide emissions: 
Implications for allowance prices. Journal of Environmental Economics and 
Management, 36, 26-45. 

227 

ED _000 11 O_LN_ Set20000 1268-00238 



FOIA 2014-009508 Interim 5 

Energy Information Administration. (1996, December). The changing structure of the electric 
power industry: An update. Washington, D.C. 

Energy Information Administration. (1997). The effects of Title IV of the Clean Air Act 
Amendments of 1990 on electric utilities: An update. Washington, D.C. 

Energy Information Administration. (1999). Form EIA-767. Steam-electric plant operation and 
design report 1998. Washington, D.C. 

Energy Information Administration. (2000a, January). The restructuring of the electric power 
industry. A capsule of issues and events (DOE/EIA-X037). Washington, D.C. 

Energy Information Administration. (2000b, July). Annual energy review 1999 (DOE/EIA-0384 
(99)). Washington, D.C. 

Energy Information Administration. (2000c, December). Status of state electric industry 
restructuring activity as ofDecember 2000. 

Environmental Law Institute. (Ed.). (1994). Environmental law deskbook. Washington, D.C. 

Erskine, H. (1972). The polls, pollution, and its costs. Public Opinion Quarterly, 28, 120-135. 

Feeney, S. (1995). Substitution: An FGD vision reaches fruition. Paper presented at the S02 

Control Symposium, Miami, FL. 

Findley, R.W., & Farber, D.A. (1992). Environmental law in a nutshell (3rd ed.). St. Paul, MN: 
West Publishing Co. 

Gage, S. (1976, May). Remarks. Paper presented at the Symposium on Flue Gas 
Desulfurization, New Orleans. 

Hernandez, R. (2000, May 25). Pataki signs two measures aimed at cutting back pollution. New 
York Times, B-1. 

Irving, P.M. (Ed.). (1990). Acidic deposition: State of science and technology (Vol. 4). 
Washington D.C.: Government Printing Office. 

Jones, C.O. (1973). Air pollution and contemporary environmental politics. Growth and 
Change, 4, 22-7. 

Jozewicz, W., Singer, C., Srivastava, R., & Tsirigotis, P. (1999, August). Status ofS02 scrubbing 
technologies. Paper presented at the EPRI-DOE-EPA Combined Utility Air Pollution 
Symposium: The MEGA Symposium, Atlanta, GA. 

228 

ED _000 11 O_LN_ Set20000 1268-00239 



FOIA 2014-009508 Interim 5 

Keeth, R.J., Ireland, P.A., & Moser, R.E. (1986, November). Economic evaluation of twenty
four FGD systems. Paper presented at the S02 Control Symposium, Atlanta, GA. 

Keeth, R.J., Ireland, P.A., & Radcliffe, P.T. (1990, May). 1990 update ofFGD economic 
evaluations. Paper presented at the S02 Control Symposium, New Orleans, LA. 

Keeth, R.J., Ireland, P.A., & Radcliffe, P.T. (1991, December). Economic evaluation of twenty
eight FGD processes. Paper presented at the S02 Control Symposium, Washington, D.C. 

Laitos, J.G., & Tomain, J.P. (1992). Energy law in a nutshell. St. Paul, MN: West Publishing. 

Laseke, Jr., B.A., Melia, M.T., & Bruck, N.G. (1982, May). Trends in commercial application 
of FGD technology. Paper presented at the S02 Control Symposium, Hollywood, FL. 

McCraw, T.K. (1976). Triumph and irony: the TVA. Austin, TX. 

McGlamery, G.G., Faucett, H.L., Torstrick, R.L., Henson, L.J. (1976, May). Flue gas 
desulfurization economics. Paper presented at the Symposium on Flue Gas 
Desulfurization, New Orleans. 

McGlamery, G.G., O'Brien, W.E., Stephenson, C.D., & Veitch, J.D. (1980, October). FGD 
economics in 1980. Paper presented at the S02 Control Symposium, Houston, TX. 

Mcilvaine, R. (1990). The Mcilvaine FGD manual. Illinois: The Mcilvaine Company. 

Malburg, J.C. (1993). The utility industry response to Title IV: Generation Mix, Fuel Choice, 
Emissions, and Costs. Journal of Air & Waste Management, 43, 180-6. 

Munton, D. (1998). Dispelling the myths of the acid rain story. Environment, 40 (6). 

Nannen, L.W., & Yeager, K.E. (1976, May). Status of the EPRljlue gas desulfurization 
development program. Paper presented at the Symposium on Flue Gas Desulfurization, 
New Orleans. 

Quarles Jr., J.R., et. al. (1974). Report of the hearing panel: National public hearings on power 
plant compliance with sulfur oxide air pollution regulations. Washington D.C.: U.S. 
Environmental Protection Agency. 

Rittenhouse, R.C. (1992, May). Action builds on 1990 Clean Air Act compliance. Power 
Engineering, 21-7. 

Row, R.W. (1994). Developments in the management of wastes from coal-fired power plants. 
Waste Management, 14 (3-4), 299-308. 

229 

ED _000 11 O_LN_ Set20000 1268-00240 



FOIA 2014-009508 Interim 5 

Rubin, E.S., Kalagnanam, J.R., & Berkenpas, M.B. (1995). New models for FGD performance, 
cost and hazardous air pollutant removal. Paper presented at the S02 Control 
Symposium, Miami, FL. 

Rubin, E.S., Kalagnanam, J.R., Frey, H.C. & Berkenpas, M.B. (1997). Integrated environmental 
control modeling of coal-fired power systems. Journal of the Air & Waste Management 
Association, 47, 1180-88. 

Schmalensee, R., Joskow, P., Ellerman, A.D., Montero, JP., & Bailey, E. (1998). An interim 
evaluation of sulfur dioxide emissions trading. Journal of Economic Perspectives, 12 (3 ), 
53-68. 

SIGECO chooses Riley Consolidated to install scrubber at Culley Unit (1992, May 15). Utility 
Environment Report, p. 8. 

Smith, J., & Dalton, S. (1995). FGD markets & business in an age of retail wheeling. Paper 
presented at the S02 Symposium, Miami, FL. 

Snyder, L.P. (1994). The death-dealing smog over Donora, Pennsylvania: Industrial air 
pollution, public health, and federal policy, 1915-1963. Philadelphia, P A: University of 
Pennsylvania. 

Soud, H.N. (1994). FGD installations on coaljired plants. London: lEA Coal Research. 

Srivastava, R.K., Singer, C., & Jozewicz, W. (2000). S02 scrubbing technologies: A review. 
Paper presented at the Air and Waste Management Association Annual Conference and 
Exhibition, Salt Lake City, UT. 

Test of ABB's LS-2 wet scrubber at Ohio Ed's Niles Plant on-line (1995, October 13). Utility 
Environment Report, p. 14. 

Torrens, I., & Platt, J. (1994, January). Electric utility response to the Clean Air Act 
Amendments. Power Engineering. 

Train, R.E. (1976, May). Keynote Address: Sulfur oxide control and electricity production. 
Paper presented at the Symposium on Flue Gas Desulfurization, New Orleans. 

U.S. Department ofEnergy, Office of Fossil Energy. (1987, February). America's clean coal 
commitment (DOE/FE-0083). Washington, D.C. 

U.S. Department of Energy, Assistant Secretary for Fossil Energy. (1996, April). Clean coal 
technology demonstration program. Program update 1995 (DOE/FE-0346). 
Washington, D.C. 

230 

ED _000 11 O_LN_ Set20000 1268-00241 



FOIA 2014-009508 Interim 5 

U.S. Department of Energy, Assistant Secretary for Fossil Energy. (1999, March). Clean coal 
technology demonstration program. Program update 1998 (DOE/FE-0387). 
Washington, D.C. 

U.S. Environmental Protection Agency. (2000, December). Acid Rain Program: Program 
overview. (16 December 2000). 

U.S. Environmental Protection Agency, Air Pollution Prevention and Control Division. (1995). 
Flue gas desulfurization technologies for control of sulfur oxides: Research, 
development, and demonstration (EPA/600/F-95/013). Washington, D.C. 

U.S. Environmental Protection Agency, Office of Air and Radiation, Acid Rain Division. 
(1999a). 1998 compliance report: Acid Rain Program (EPA 430-R-99-010). 
Washington, D.C. 

U.S. Environmental Protection Agency, Office of Air and Radiation, Acid Rain Division. (2000, 
July). 1999 Acid Rain Program compliance report (EPA-430-R-00-007). Washington, 
D.C. 

U.S. Environmental Protection Agency, Office of Air Quality Planning & Standards. (1997). 
National air pollutant emissions trends report 1900-1996 (EPA-454/R-97-011). 
Research Triangle Park, NC. 

U.S. Environmental Protection Agency, Office of Air Quality Planning & Standards. (1998). 
National air pollutant emission trends update 1970-1997 (EPA-454/E-98-007). Research 
Triangle Park, NC. 

U.S. Environmental Protection Agency, Office of Air Quality Planning & Standards. (1999). 
National air quality and emissions trends report 1998. Research Triangle Park, NC. 

Vig, N.J., & Kraft, M.E. (Eds.). (1990). Environmental policy in the 1990s: Toward a new 
agenda. Washington, D.C.: CQ Press. 

Virginia Power to spend $118 million for S02 flue scrubbers at West Virginia plant (1999, 
March 5). Southeast Power Report, p. 13. 

Weilert, C.V., & Dyer, P.N. (1995). Trends in FGD system operating cost. Paper presented at 
the American Power Conference Annual Meeting, Chicago. 

Zimmerman, L.L., et. al. (1980). Study of air pollution control technology: Data aggregation for 
analysis of institutions and their actions. Austin, TX: Radian Corporation. Prepared for 
the National Commission on Air Quality. 

Zipper, C.E., & Gilroy, L. (1998). Sulfur dioxide emissions and market effects under the Clean 
Air Act Acid Rain Program. Journal of the Air and Waste Management Association, 48, 
829-37. 

231 

ED _000 11 O_LN_ Set20000 1268-00242 



FOIA 2014-009508 Interim 5 

Chapter Three: Patent Analysis 

Albert, M.B. (1996, December). CHI Research, New Jersey. Personal interview. 

Albert, M.B., Avery, D., McAllister, P., & Narin, F. (1991). Direct validation of citation counts 
as indicators of industrially important patents. Research Policy, 20. 

Archibugi, D., & Pianta, M. (1996). Measuring technological change through patents and 
innovation surveys. Technovation, 16 (9 ), 451-68. 

Arundel, A., & Kabla, I. (1998). What percentage of innovations are patented? Empirical 
estimates for European firms. Research Policy, 27, 127-141. 

Basberg, B.L. (1987). Patents and the measurement of technological change: A survey of the 
literature. Research Policy, 16 (2-4), 131-41. 

Bush, V. (1945). Science, the endless frontier: A report to the president on a program for 
postwar scientific research. Washington, D.C.: National Science Foundation. 

Carpenter, M.B., Narin, F., & Woolf, P. (1981). Citation rates to technologically important 
patents. World Patent Information, 160-3. 

Clarke, N., & Riba, M. (1998). Patent information for technology foresight. Vienna, Austria: 
European Patent Office. 

Cohen, W., & Levin, R. (1989). Empirical studies of innovation and market structure. In R. 
Schmalensee, & R.D. Willig (Eds.), Handbook of industrial organization (Vol. 2, pp. 
1059-11 07). Amsterdam: Elsevier. 

Cohen, W., Nelson, R., & Walsh, J. (1996, June). Appropriability conditions and why firms 
patent and why they do not in the American manufacturing sector. Paper presented at the 
OECD Conference on New Science and Technology Indicators for a Knowledge-Based 
Society. 

Feme, G. (1998). Patents, innovation, and globalisation. Paris, France: Organization for 
Economic Cooperation and Development. 

Griliches, Z. (1990, December). Patent statistics as economic indicators: A survey. Journal of 
Economic Literature, 28, 1661-1707. 

Grupp, H. (1993). Dynamics of science-based innovation in Northern America, Japan, and 
Western Europe. InS. Okamura, F. Sakauci, & I. Nonaka (Eds.), Science and Technology 
Policy Research: New Perspectives on Global Science and Technology Policy. Tokyo: 
Mita Press. 

232 

ED _000 11 O_LN_ Set20000 1268-00243 



FOIA 2014-009508 Interim 5 

Hall, B.H., Griliches, Z., & Hausman, J.A. (1986). Patents and R&D: Is there a lag? 
International Economic Review, 27 (2), 265-83. 

Irving, P.M. (Ed.). (1990). Acidic Deposition: State of science and technology (Vol. 4). 
Washington D.C.: Government Printing Office. 

Jaffe, A., Fogarty, M., & Banks, B. (1998). Evidence from patents and patent citations on the 
impact of NASA and other federal labs on commercial innovation. The Journal of 
Industrial Economics, 46 (2), 183-205. 

Jaffe, A., & Palmer, K. (1997). Environmental regulation and innovation- A panel data study. 
The review of economics and statistics, 79, 610-619. 

Jaffe, A., Trajtenberg, M., & Henderson, R. (1993). Geographical localization ofknowledge 
spillovers as evidenced by patent citations. Quarterly Journal of Economics, 108, 577-98. 

Kemp, R. (1997). Environmental policy and technical change: A comparison of the 
technological impact of policy instruments. Cheltenham: Edward Elgar. 

Kortum, S., & Lerner, J. (1997). Stronger protection or technological revolution: What is 
behind the recent surge in patenting? (NBER Working Paper No. 6204). Cambridge, 
MA: National Bureau of Economic Research. 

Lanjouw, J., & Mody, A. (1996). Innovation and the international diffusion of environmentally 
responsive technology. Research Policy, 25, 549-71. 

Lanjouw, J., Pakes, A., & Putnam, J. (1998). The uses of patent renewal and application data. 
The Journal of Industrial Economics, 46 (4), 405-432. 

Manchuso, S.E., Masuck, M.P., & Woodrow, E.C. (1987). Analysis of patent expiration for 
failure to pay maintenance fees. Unpublished manuscript, Worcester, MA: Worchester 
Polytechnic Institute. 

Mansfield, E. (1986). Patents and innovation: An empirical study. Management Science, 32 (2), 
173-81. 

Mansfield, E., Schwartz, M., & Wagner, S. (1981). Imitation Costs and Patents: An empirical 
study. Economic Journal, 91, 907-18. 

Moore, D.S. (1995). The basic practice ofstatistics. New York: W. H. Freeman and Company. 

Napolitano, G., & Sirilli, G. (1990). The patent system and the exploitation of inventions: 
Results of a statistical survey conducted in Italy. Technovation, 10 (1), 5-16. 

Narin, F. (1994a). Bibliometrics/theory, practice and problems. Evaluation Review, 18. 

233 

ED _000 11 O_LN_ Set20000 1268-00244 



FOIA 2014-009508 Interim 5 

Narin, F. (1994b ). Patent bibliometrics. Scientometrics, 30. 

Narin, F. (1996, December). CHI Research, New Jersey. Personal interview. 

Narin, F., & Olivastro, D. (1988). Technology indicators based on patents and patent citations. 
In A.F.J. Van Raan (Ed.), Handbook of quantitative studies of science and technology 
(pp. 485-506). Amsterdam: Elsevier. 

National Science Board. (1999). Industry, technology, and competitiveness in the marketplace. 
In Science & engineering indicators -1998 (NSB 96-21). Washington, D.C.: U.S. 
Government Printing Office. 

Pakes, A. (1985). On patents, R&D, and the stock market rate of return. Journal of Political 
Economy, 93 (2), 390-409. 

Pakes, A., & Schankerman, M. (1984). The rate of obsolescence of patents, research gestation 
lags, and the private rate of return to research resources. In Z. Griliches (Ed.), R&D, 
patents, and productivity. Chicago: University of Chicago Press. 

Pakes, A., & Simpson, M. (1989). Patent renewal data. In Brookings Papers of Economic 
Activities: Microeconomics, 331-410. 

Pavitt, K. (1985). Patent statistics as indicators of innovative activities: Possibilities and 
problems. Scientometrics, 7 (1-2), 77-99. 

Rubin, E.S. (1989). The implications of future environmental regulations on coal-based electric 
power. In J.M. Hollander, R.H. Socolow, & D. Sternlight (Eds.), Annual review of 
energy (Vol. 14). Palo Alto, CA: Annual Reviews. 

Schankerman, M. (1989, June). Measuring the value of patent rights. Paper presented at the 
OECD International Seminar on Science, Technology, and Economic Growth, Paris, 
France. 

Scherer, F. (1976). The economic effects of mandatory patent licensing. Illinois: Northwestern 
University, Department of Economics. 

Scherer, F. (1984). Using linked patent and R&D data to measure interindustry technology 
flows. In Z. Griliches (Ed.), R&D, patents, and productivity (pp. 417-61 ). Chicago: 
University of Chicago Press. 

Scherer, F., et. al. (1959). Patents and the corporation: A report on industrial technology under 
changing public policy. Boston, MA. 

Schmoch, U., & Kirsch, N. (1993). Analysis of international patent flows. Final report (FhG
ISI). Karlsruhe, Ger.: Organization for Economic Cooperation and Development. 

234 

ED _000 11 O_LN_ Set20000 1268-00245 



FOIA 2014-009508 Interim 5 

Schmoch, U., & Schnoring, T. (1994). Technological strategies oftelecommunications 
equipment manufacturers: A patent analysis. Telecommunications Policy, 18 (5), 397-
413. 

Sirilli, G. (1987). Patents and inventors: An empirical study. In C. Freeman (Ed.), Output 
measurement in science and technology (pp. 157-72). Amsterdam: North-Holland. 

Stokes, D. (1997). Pasteur's quadrant: basic science and technological innovation. 
Washington, D.C.: Brookings Institution Press. 

Stoneman, P. (1983). Patents and Rand D: Searching for a lag structure- Comment. Paper 
presented at the Conference on Quantitative Studies of Research and Development in 
Industry, Paris, France. 

Straub, G.P. (1999, September). U.S. Patent and Trademark Office, Washington, D.C. Personal 
interview. 

Taylor, C., & Silberston, A. (1973). The economic impact of the patent system: A study of the 
British experience. Cambridge, UK: Cambridge University Press. 

Tong, X., & Frame, J.D. (1994). Measuring national technological performance with patent 
claims data. Research Policy, 23, 133-41. 

Trajtenberg, M. (1990). A penny for your quotes: Patent citations and the value of innovations. 
RAND Journal of Economics, 21 (1), 172-87. 

U.S. Patent and Trademark Office. (1999). Fiscal year 1998: A Patent and Trademark Office 
review: Ideas that become valuable inventions. Washington, D.C. 

U.S. Patent and Trademark Office. (2000a). General information concerning patents. 
Washington, D.C. 

U.S. Patent and Trademark Office. (2000b, May). Current amounts ofmaintenancefees. 

==-'-'~~=-=-=~~~=-::::_~===;;;:_;::_ (27 May 2000). 

U.S. Patent and Trademark Office. (2000c, May). Manual of US. patent classification. 

=~~~==~~~==~~=..:::=...:c:==-::.:=== (27 May 2000). 

von Rippel, E. (1982). Appropriability of innovation benefit as a predictor of the source of 
innovation. Research Policy, 11 (3). 

235 

ED _000 11 O_LN_ Set20000 1268-00246 



FOIA 2014-009508 Interim 5 

Chapter Four: Network Analysis 

Appleyard, M.M. (1996). How does knowledge flow? Interfirm patterns in the semiconductor 
industry. Strategic Management Journal, 17, 137-54. 

Argote, L. (1999). Organizational/earning: Creating, retaining, and transferring knowledge. 
Norwell, MA: Kluwer Academic Publishers. 

Attewell, P. (1996). Technology diffusion and organizational learning: The case ofbusiness 
computing. In M.D. Cohen & L.S. Sprouell (Eds.), Organizational/earning. Thousand 
Oaks, CA: SAGE Publications. 

Browning, L.D., Beyer, J.M., & Shetler, J.C. (1995). Building cooperation in a competitive 
industry: SEMATECH and the semiconductor industry. Academy of Management 
Journal, 38, 113-51. 

Carley, K. (1990). Stmctural constraints on communication: The diffusion of the homomorphic 
signal analysis technique through scientific fields. Journal of Mathematical Sociology, 15 
(3-4), 207-246. 

Carley, K. (1995). Communication technologies and their effect on cultural homogeneity, 
consensus, and the diffusion of new ideas. Sociological Perspectives, 38 (4), 547-571. 

Carley, K. (1996). Communicating new ideas: The potential impact of information and 
telecommunication technology. Technology in Society, 18 (2), 219-230. 

Carley, K. (1999). On the evolution of social and organizational networks. Research in the 
Sociology of0rganizations,16, 3-30. 

Carley, K. (2000). Series of personal communications. 

Carley, K., & Hill, V. (Forthcoming). Stmctural change and learning within organizations. In A. 
Lomi (Ed.), Dynamics of organizational societies: Models, theories and methods. MIT 
Press/ AAAI Press/Live Oak. 

Cockburn, I.M., & Henderson, R. (1998). Absorptive capacity, coauthoring behavior, and the 
organization of research in dmg discovery. Research Policy, 46 (2), 157-182. 

Coleman, J.S., Katz, E., & Menzel, H. (1957). The diffusion of an innovation among physicians. 
Sociometry, 20, 253-270. 

Coleman, J.S., Katz, E, & Menzel, H. (1966). Medical innovation: A diffusion study. New York: 
Bobbs-Merrill. 

236 

ED _000 11 O_LN_ Set20000 1268-0024 7 



FOIA 2014-009508 Interim 5 

Coombs, R., Richards, A., Saviotti, P.P., & Walsh, V. (1996). Technological collaboration: The 
dynamics of cooperation in industrial innovation. Cheltenham, U.K.: Edward Elgar. 

Crane, D. (1969). Social structure in a group of scientists: A test of the "Invisible College" 
Hypothesis. American Sociological Review, 34, 335-52. 

Hill, V., & Carley, K. (1999). An approach to identifying consensus in a subfield: The case of 
organizational culture. Poetics, 27, 1-30. 

Leoncini, R., Maggioni, M.A., & Montresor, S. (1996). Intersectoral innovation flows and 
national technological systems: Network analysis for comparing Italy and Germany. 
Research Policy, 25 (3), 415-30. 

Liebskind, J.P., Oliver, A.L., Zucker, L., & Brewer, M. (1995). Social networks, learning, and 
flexibility: Sourcing scientific knowledge in new biotechnology firms (NBER Working 
PaperNo. 5320). Cambridge, MA: National Bureau ofEconomic Research. 

Lievrouw, L., Rogers, E., et. al. (1987). Triangulation as a research strategy for identifying 
invisible colleges among biomedical scientists. Social Networks, 9, 217-248. 

Lincoln, J.R. (1992). Intra- (and inter-) organizational networks. In S.B. Bacharach (Ed.), 
Research in the sociology of organizations. Greenwich, CT: JAI Press. 

Rogers, E.M. (1997). Network analysis of the diffusion of innovations. In P.W. Holland, & S. 
Leinhardt (Eds.), Perspectives on social network research. New York: Academic Press. 

Rogers, E.M. (1995). Diffusion of innovations (4th ed.). New York: Free Press. 

Santarelli, E., & Piergiovanni, R. (1996). Analyzing literature-based innovation output 
indicators: The Italian experience. Research Policy, 25 689-711. 

Scott, J. ( 1991 ). Social network analysis: A handbook. London: Sage Publications. 

Senker, J., & Faulkner, W. (1996). Networks, tacit knowledge, and innovation. In R. Coombs, A. 
Richards, P.P. Saviotti, & V. Walsh (Eds.), Technological collaboration: The dynamics 
of cooperation in industrial innovation. Cheltenham, UK: Edward Elgar. 

Tijssen, R.J.W., & Korevaar, J.C. (1997). Unravelling the cognitive and interorganizational 
structure of public/private R&D networks: A case study of catalysis research in the 
Netherlands. Research Policy, 25, 1277-1293. 

Tornatzky, L.G., & Fleischer, M. (1990). The processes of technological innovation. Lexington, 
MA: Lexington Books. 

von Rippel, E. (1988). The sources of innovation. New York: Oxford University Press. 

237 

ED _000 11 O_LN_ Set20000 1268-00248 



FOIA 2014-009508 Interim 5 

Wasserman, S., & Faust, K. (1997). Social network analysis: Methods and applications. In M. 
Granovetter (Ed.), Structural analysis in the social sciences. Cambridge, U.K.: 
Cambridge University Press. 

Zucker, L., Darby, M., & Armstrong, J. (1994). Intellectual capital and the firm: The technology 
of geographically localized knowledge spillovers (NBER Working PaperNo. 4653). 
Cambridge, MA: National Bureau of Economic Research. 

Zucker, L., & Darby, M. (1995). Virtuous circles of productivity: Star bioscientists and the 
institutional transformation of industry (NBER Working Paper No. 5342). Cambridge, 
MA: National Bureau of Economic Research. 

Zucker, L., Darby, M., & Brewer, M. (1997). Intellectual capital and the birth of US. 
biotechnology enterprises (NBER Working Paper No. 4653). Cambridge, MA: National 
Bureau of Economic Research. 

Chapter Five: Learning Curve Analysis 

Argote, L. (1999). Organizational/earning: Creating, retaining, and transferring knowledge. 
Norwell, MA: Kluwer Academic Publishers. 

Arrow, K.J. (1962). The economic implications oflearning by doing. Review of Economic 
Studies, 29, 155-73. 

Berry, D.C., & Broadbent, D.E. (1984). On the relationship between task performance and 
associated verbalizable knowledge. Quarterly Journal of Experimental Psychology, 
36A, 209-31. 

Cohen, W., & Levin, R. (1989). Empirical studies of innovation and market structure. In R. 
Schmalensee, & R.D. Willig (Eds.), Handbook of industrial organization (Vol. 2, pp. 
1059-11 07). Amsterdam: Elsevier. 

Dutton, J.E., & Thomas, A. (1984). Treating progress functions as a managerial opportunity. 
Academy of Management Review, 9, 235-47. 

Energy Information Administration. (1999). Form EIA-767. Steam-electric plant operation and 
design report 1998. Washington, D.C. 

Harmon, C. (2000). Experience curves ofphotovoltaic technology (IIASA Interim Report No. 
IR-00-014). Laxenburg, Austria: International Institute of Applied Systems Analysis. 

Joskow, P. L., & Rose, N. L. (1985). The effects of technological change, experience, and 
environmental regulation on the construction cost of coal-burning generating units. The 
Rand Journal of Economics, 16, 1-27. 

238 

ED _000 11 O_LN_ Set20000 1268-00249 



FOIA 2014-009508 Interim 5 

Joskow, P. L., & Rozanski, G. A. (1979). The effects of learning by doing on nuclear plant 
operating reliability. Review of Economics and Statistics, 61, 161-68. 

Nonaka, I. (1991). The knowledge-creating company. Harvard Business Review, 69(6), 96-104. 

Polanyi, M. (1966). The tacit dimension. Garden City, NJ: Doubleday. 

Rogers, E.M. (1995). Diffusion of innovations (4th ed.). New York: Free Press. 

Rosenberg, N. (1994). Exploring the black box: Technology, economics, and history. 
Cambridge, U.K.: Cambridge University Press. 

Solow, R. (1957). Technical change and the aggregate production function. Review of Economics 
and Statistics, 39, 312-30. 

Zimmerman, M. B. (1982). Learning effects and the commercialization of new energy 
technologies: The case of nuclear power. Bell Journal of Economics, 13, 297-310. 

Chapter Six: Conclusions 

Ashford, N.A., Ayers, C., & Stone, R.F. (1985). Using regulation to change the market for 
innovation. Harvard Environmental Law Review, 9, 419-66. 

Mowery, D.C., & Rosenberg, N. (1982). The influence of market demand upon innovation: A 
critical review of some recent empirical sh1dies. InN. Rosenberg (Ed.), Inside the Black 
Box: Technology and Economics (pp. 193-241 ). New York: Cambridge University Press. 

Kemp, R. (1997). Environmental policy and technical change: A comparison of the 
technological impact of policy instruments. Cheltenham: Edward Elgar. 

239 

ED _000 11 O_LN_ Set20000 1268-00250 



FOIA 2014-009508 Interim 5 

ED _000 11 O_LN_ Set20000 1268-00251 



FOIA 2014-009508 Interim 5 

Appendix A. Previous Case Studies of Technological Responses to 
Regulation 
Substance Application Overview of Regulation Regulatory Technology Response 

Cate~ories 

PCBs All Prohibition of the Product • Voluntary restriction by PCB 
manufacture ofPCBs Regulation, manufacturer of PCB sales to 
after January 1, 1980 by Very Stringent closed electrical systems 10 years 
EPA under Toxic before prohibition ofPCBs, 
Substances Control Act based on anticipation of 
(TSCA) after 12 years of govermnentconcern 
regulatory surveillance • Introduction of a new, more 

biodegradable PCB mixture for 
use in capacitors together with a 
new capacitor design reducing 
PCB use by two-thirds 

• Development of PCB substitutes 
by outsiders 

CFCs Aerosol Ban ofuse ofCFCs in Product • Product substitution in the form 
1978 by Consmner Regulation, of a non-fluorocarbon propellant 
Product Safety Very Stringent (C02) by non-CFC 
Commission and EPA manufacturers 
underTSCA • Development of a new pumping 

system without propellant by 
outsider firms 

Lead Paint Limitations of lead Product • Non-innovative substitution of 
content of household Regulation, lead by paint industry 
paint in 1970s under Very Stringent 
various acts that 
effectively prohibited the 
use of lead pigments 
after 1973 and the use of 
lead dryers in 1977 

Fuel Requirement by EPA Product • Unsuccessful substitution of 
Additive under Clean Air Act Regulation, existing manganese-based 

Amendments in 1970 for Very Stringent additive MMT for lead; banned 
large gasoline retailers by EPA due to damage to 
and oil producers to catalytic converters 
market by July 1, 1974 at • Development of lead trap to 
least one grade of lead capture the lead in exhaust; no 
free gasoline to protect connnercial success 
catalytic converters in • The use of new catalysts for 
automobiles; followed cracking process 
by requirement of 
reduction in the lead 
content of regular 
gasoline after October 1, 
1979 
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Substance Application Overview of Regulation Regulatory Technology Response 
Cate~ories 

All Permissible exposure Process • Combination of source-reducing 
Manufacture limits to lead of 50 Regulation, controls, worker isolation and 

1Jg/m3 in working site Very Stringent improved work practices 
under Occupational • Use of new direct smelting 
Safety and Health Act process 
(OSHA) with ten year • Development of new process 
exemptions for primary technologies that reduce lead 
smelting and five year exposure 
exemptions for • Acceleration of development of 
secondary smelting and smaller batteries containing less 
battery manufacture lead relying on lead-calcium 

rather than lead-antimony alloys 
Mercury Paint Ban by EPA in 1976 of Product • Substitution of existing organic 

phenyl mercurials in oil- Regulation, compounds for mercurials 
based paint Very Stringent 

Chloralkali Establishment of effluent Process • Separation of process and 
standards for chloralkali Regulation, cooling water 
plants limiting mercury Stringent • Treatment of process water and 
discharges to maximum cleaning of sewer pipes 
of0.28 grams per 1000 • Series of housekeeping 
kg of products per day improvements 
by July 1977 under 
Federal Water Pollution 
Act plus promulgation of 
emission standards 
limiting mercury under 
the Clean Air Act 

Vinyl All Setting ofVC exposure Process • Acceleration of incremental 
Chloride Manufacture limits under OSHA in Regulation, process innovations 
(VC) 1970s plus emission Very Stringent 

standards for VCM and 
PVC after 1976 under 
Clean Air Act 

Cotton All Introduction of differing Process • Modernization of textile industry 
Dust Manufacture exposure limits for Regulation, through diffusion of superior 

cotton dust in 1984 Very Stringent textile technology 
under OSHA 

Asbestos All 1972 OSHA limit of Process • Adoption of pollution control 
Manufacture airborne asbestos to five Regulation, technology 

fibers per cubic Mildly 
centimeter Stringent 

Source: Adapted from Ashford, Ayers, and Stone (1985) and Kemp (1997) 
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Appendix B. Expert Selection Procedure 

The first step in the expert selection process was to analyze the S02 Symposium 

conference proceedings for 1973 to 1995 in order to understand the distribution of papers 

presented according to affiliation type. This distribution was used to suggest a likely distribution 

of expert affiliation types that should be represented in interviews. Organizations that presented 

often at the S02 Symposium were then categorized by affiliation type. Each of these 

organizations was then ranked according to its presentation frequency (versus other top 

organizations of similar type) in individual conferences in order to get a sense of the importance 

of various organizations over time. Based on these rankings, dominant organizations in each 

affiliation type category were targeted for interviews. 

Prominent individual presenters for these dominant organizations were then listed and 

ranked across time for their presentation frequency at the S02 Symposium. These rankings were 

the basis of the initial list of experts to contact for potential interviews. In some cases, multiple 

individuals from an organization were listed as contacts if they were prominent presenters in a 

subset of the S02 Symposium conference years that was complementary to that of another expert 

from the same organization. In cases where more than one individual met the basic selection 

criteria, other factors were used to determine whether an individual would be contacted for an 

interview. One such factor was whether the individual was also listed as an inventor on an S02 

control patent, since such individuals would bring additional insights to the overall dissertation. 

The initial list of potential interviewees that emerged from this process included twenty 

experts. Due to a number of logistical difficulties, not all of these experts were interviewed for 

the dissertation. In two cases, experts were interviewed who had lower presentation frequency 

than experts on the initial list; these experts represented the same dominant organizations as the 
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initially targeted experts and were active in the S02 control community for a similarly long 

period of time. 

Finally, a few experts were interviewed who were not chosen primarily on the basis of 

presentation frequency at the S02 Symposium (although they were very active in this 

conference). These experts were identified by other experts as important to interview because of 

their knowledge about the so2 industrial-environmental innovation complex. 
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Appendix C. Interview Protocol 

This interview protocol was informed by research on qualitative research methods (Rosenthal 
and Rosnow, 1991) and developed through an iterative process that included pilot testing. 

The Influence of Government Action on Technological Change in S02 Control Technologies 

Introduction 

Thank you for taking the time to meet with me today. As I mentioned before, I would like to talk 
with you for a little over an hour about your experiences with the development of sulfur dioxide 
control technologies over the last three decades. 

1. Why don't we start with you telling me about how you got involved in sulfur dioxide control 
technologies in the first place? 

2. Did your formal schooling prepare you for the demands of working on these technologies? 

3. Looking back at your experience with these technologies, if you had it all to do again, would 
you get involved in this area of research? 

Technological change questions 

I'm interested in getting expert opinions about how the technologies have changed over time, 
especially as regards the removal efficiencies, reliability, and cost aspects of some of the 
dominant technologies. Let's start by drawing some graphs. 

ASK FOLLOWING QUESTIONS WHILE DRAWING GRAPHS AGAINST TIME AND 
CUMULATIVE OUTPUT ON X-AXIS. 

1. What is your sense of the removal efficiencies of wet limestone scmbbers in the early days, 
say in the early 1970s? How about the late 1970s? The early 1980s? The late 1980s? The 
beginning of the 1990s? The end of the 1990s? 

2. What is your sense of the reliability of wet limestone scmbbers in the early days, say in the 
early 1970s,? How about the late 1970s? The early 1980s? The late 1980s? The beginning of 
the 1990s? The end of the 1990s? 

3. What is your sense of the capital costs ofwet limestone scmbbers in the early days, say in the 
early 1970s,? How about the late 1970s? The early 1980s? The late 1980s? The beginning of 
the 1990s? The end of the 1990s? 
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4. What is your sense of the operating costs ofwet limestone scrubbers in the early days, say in 
the early 1970s,? How about the late 1970s? The early 1980s? The late 1980s? The beginning 
of the 1990s? The end of the 1990s? 

5. Are there other features of these technologies that have changed over time? If so, how would 
this (these) feature(s) have looked in the early 1970s, late 1970s, early 1980s, late 1980s, early 
1990s, and late 1990s? 

LOOKING AT GRAPHS WITH SUBJECT. So, how would you explain some of these trends? 

6. Can you pinpoint the technological advancements that have affected these technological 
features? 

MAKE LIST BASED ON THESE TECHNOLOGICAL GOAL AREAS: 
Removal efficiencies 
Reliability 
Capital costs 
Operating costs 
Other 

7. What research trajectories were followed by the industry that are not reflected in these 
improving trends? In other words, what was tried but not commercialized? 

ADD TO LIST 

NOW, BASED ON TECHNOLOGY LIST, ASK QUESTIONS 8-16 FOR EACH ITEM ON 
THE LIST: 

8. Which organizations and individuals have been responsible for these technological 
advancements? 

9. How did these organizations/individuals communicate with the greater technical community 
working on these problems in S02 control? Did they work in cooperation with individuals at 
other organizations (TYPES OF ORGANIZATION LIST TO REMIND, ALSO COUNTRIES)? 

10. Were any individuals in the organizations you were involved with working on this 
technological advance? If so, what were their names and positions? 

11. What is your recollection of the amount of research money directed towards the work these 
individuals were doing? If you had to estimate the amount of money devoted to research in these 
areas over time, what would the graph look like? Early 1970s, late 1970s, early 1980s, late 
1980s, early 1990s, late 1990s? MAKE GRAPH 
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12. Why not extrapolate out to the universe of organizations working on these issues. What 
would a research money graph look like for this universe, with data points in the early 1970s, 
late 1970s, early 1980s, late 1980s, early 1990s, late 1990s? MAKE GRAPH 

13. Would you be able to get any archival data on the amounts of research money directed 
toward these areas? 

14. What recollections do you have about hiring and firing decisions on these technological 
advancements within the organizations you worked in? 

15. Would you be able to get any archival data on hiring/firing trends? 

16. What rationale do you recall there was for the research budget and hiring decisions for these 
technological advancements over time? Early 1970s, late 1970s, early 1980s, late 1980s, early 
1990s, late 1990s. 

Government action questions 

17. What do you consider the major landmarks in legislation affecting S02 control over the last 
30 years? 

MAKE LIST, HELPING REMIND THEM IF NECESSARY (INCLUDING GOING OVER 
TIME PERIOD). 

18. Were there other legislative events that were widely believed to occur that never actually 
materialized. 

ADD TO LIST 
GO THROUGH LIST, ONE-BY-ONE 

19. When did the organization you worked in first become aware that this legislative action was 
being considered? 

20. How did the organization respond to first seeing this legislative action on the horizon? 
Formal procedures, informal procedures? R&D budgets or hiring? 

21. When did the organization you worked in first become aware of the final stage details that 
were emerging about this legislative action? 

22. How did the organization respond to first seeing this legislative action on the horizon? 
Formal procedures, informal procedures? R&D budgets or hiring? 

23. After this legislative action was passed, how did your organization respond? Within 1 year, 
2 years, 3 years, etc. 
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Patent questions 

24. SHOWING PATENT CORRELATIONS I have conducted a patent search on the set of 
technologies pertaining to removing S02 from stationary sources. There seem to be correlations 
between the timing of major legislative events and peaks in patenting activity in these areas. Do 
you have any possible explanations for why this pattern is observed? 

25. How are patents applied for, seen, and used in the organizations you have worked in? 

26. How important are patents to the organizations you have worked in? To the overall 
community, to the best of your knowledge? 

27. Another finding from the patent study I did is that pre-combustion (coal cleaning) 
technologies were not patented in as much after 1979. Yet articles and books in the early 1980s 
were still very positive about these technologies and their potential importance in acid rain 
control. Do you have any ideas why these patents show this pattern? 

End 

Thank you for being so helpful today. Do you have any other major thoughts on this topic that 
you'd like to share? 

Ifyou have any thoughts on this later and you'd like to contact me, my contact info is: 

Reference 

Rosenthal, Robert, and Ralph L. Rosnow. Essentials of Behavioral Research: Methods and Data 
Analysis. Seconded. New York: McGraw-Hill, Inc., 1991. 
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Appendix D. Notes on Data Translation Process for Form EIA-767 

In Chapter Two and Chapter Five, data were used from the EIA-767 form collected by 

the Energy Information Administration (EIA) of the Department of Energy since 197 4 from all 

utility boilers above 50 MWe in size (USDOE/EIA, 1999). These data are currently available in 

computerized format only for the operating years 1985 through 1997. 

The programs designed to tabulate the EIA-767 data originally were written for 

computers circa 1974, so these data needed to be translated into a more database-accessible 

format before any analysis could begin. Of the sixteen pages of data each utility plant 

contributes annually, of particular interest for translation and later analysis were the data on 

utility generators, boilers, and flue gas desulfurization systems. Translation and analysis focused 

on coal-fired boilers burning a non-zero amount of coal each year and employing a single FGD 

unit.lo9 

The data-translation task posed some difficulties. First, typographical errors were 

encountered. For example, errors were occasionally detected in the FGD boiler identifier 

provided in form EIA-767 and were either corrected based on other information or the data 

associated with these errors were abandoned. Second, missing or impossible values were 

sometimes encountered, so null values had to be generated as placeholders in the translated data. 

Third, discrepancies were sometimes seen between an annual total and the monthly data 

underlying that total. As a rule, manually calculated summations of the monthly data were 

treated with greater respect than the stated annual totals. Fourth, the total sulfur content of coals 

is an important context variable for a utility FGD system, but this information was not given on 

109 No boilers that shared an FGD unit were considered in this analysis. 
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the annual basis needed for the learning curve analysis in Chapter Five. For this reason, monthly 

coal tonnage was multiplied by the percent sulfur content given for these coals and then summed 

to get annual sulfur. 

Finally, in order to generate the variable of cumulative kilowatt-hours scrubbed as well as 

several of the FGD performance variables required for the learning curve analysis, plant 

generator, boiler, and FGD unit data needed to be linked by a one-to-one relationship. In cases 

with multiple boilers or FGD units, where it was impossible to relate plant power generation to 

FGD activities, these links could not be established. Only a small number of boilers were thus 

affected. 
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Appendix E. Cost Adjustment Process 

The formula given here was used to adjust current dollar costs to constant 1997 dollar 

costs, based on two Chemical Engineering cost indices. Since an FGD unit is a type of chemical 

plant, the Chemical Engineering plant index, as previously compiled by Mike Berkenpas of 

Carnegie Mellon University for 1977-98, was used to adjust capital costs, maintenance costs, and 

"other" costs. Similarly, the Chemical Engineering hourly earnings index, updated on a semi-

monthly basis, was collected for the years 1985-1998 and used to adjust labor costs. 

Year 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
1989 
1990 
1991 
1992 
1993 
1994 
1995 
1996 
1997 
1998 

Cost(l 997$) = Cost(i) * Indexvalue(l997) 
Indexvalue(i) 

i = the year of interest for adjustment 
Cost = the labor or capital or maintenance cost 
Indexvalue = the appropriate Chemical Engineering index (hourly earnings or plant cost) 

Labor Index (1977=100) Plant Cost Index (1957-59=100) 
Not applicable to analyses 204.1 
Not applicable to analyses 218.8 
Not applicable to analyses 238.7 
Not applicable to analyses 261.1 
Not applicable to analyses 297.0 
Not applicable to analyses 314.0 
Not applicable to analyses 316.9 
Not applicable to analyses 322.7 

180.2 325.3 
186.1 318.4 
192.1 323.8 
196.9 342.5 
203.2 355.4 
210.6 357.6 
218.4 361.3 
224.8 358.2 
229.4 359.2 
235.8 368.1 
243.6 381.1 
251.7 381.7 
257.8 386.5 
263.4 386.5 
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Appendix F. S02 Symposium Session Titles 

S02 Symposium Session Titles in Three Groups, as Delimited by the Implementation Dates of the 1979 NSPS and the 1990 CAA, with Parentheses Indicating 
the Number of Papers Presented in Each Session. Asterisks indicate difficulties identifying the exact number of presenters in a specific session. 

Group 1 
May 1973 Nov. 1974 March 1976 Nov. 1977 
Opening Session (4) Opening Session (4) Opening Session (5) Opening Session (8) 
Throwaway Processes (1 0) Non-Regenerable Processes (11) Non-Regenerable Processes (14) Non-Regenerable Processes (1 0) 
Regenerable Processes (8) Regenerable Processes (7) Regenerable Processes (4) Regenerable Processes (7) 
Disposal and Use of Byproducts from FGD Byproduct Disposal/Utilization Byproduct Disposal/ Utilization (4) Byproduct Disposal/Utilization (8) 
FGD Processes: Introduction & Panel (6) 
Overview (6) 
Advanced Processes (6) Second Generation Processes (8) Advanced Processes (6) Advanced Processes (7) 

U npresented Papers (3) U npresented Papers (5) 
"Tl 
0 
); 
N 
0 ...... 
~ 
I 

0 
0 
(!) 
01 
0 
OJ 

::J ro ..... 
3' 
01 
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N 
0) 
~ 

N 
Vl 
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March 1979 

Opening 
Session: 
Energy and the 
Environment 
(4) 
Impact of 
Recent 
Legislation (*) 

Economics and 
Options (4) 

Utility 
Applications 
(22) 

FGD Current 
Status and 
Future 
Prospects-
Vendor 
Perspectives 
(*) 
Industrial 
Applications 
(6) 

October 1980 

Opening 
Session (4) 

Impact of 
Recent 
Legislation/ 
Regulations (*) 

FGDR&D 
Plans (3) 

Utility 
Applications 
(13) 

Byproduct 
Utilization (6) 

Dry Scrubbing 
(6) 

May 1982 Nov. 1983 

Opening Opening 
Session (5) Session (4) 

Materials of Economics (4) 
Construction 
(5) 

Dual Alkali (4) Materials of 
Construction 
(4) 

Special Studies Dry Furnace 
(4) Absorbent 

Injection (3) 

Panel: Dual Alkali (2) 
Reliability and 
Maintenance 
(6) 

Flue Gas Flue Gas 
Treatment Treatment 
(Combined (Combined 
SOx/NOx SOx/NOx 
Removal) (3) Removal) (2) 

Group 2 
Nov. 1984 Dry June 1985 Nov. 1986 
& SOx/NOx 
Introduction Opening Opening 
(5) Session (3) Session: Clean 

Coal Programs 
(3) 

Fundamental Commercial Status of FGD 
Research (8) Status of FGD (4) 

(4) 

Pilot-Scale Limestone FGD 
Development FGD/Organic Economics: 
of Furnace Acid General (2) 
Injection (7) Enhancement 

(4) 
Burners for FGD FGD 
Simultaneous Reliability Economics: 
S02/N0x Improvement Acid 
Control (3) (3) Deposition 

Retrofit 
Applications 
(3) 

Post-Furnace Chemistry/ Acid 
S02 Removal Reagent Deposition 
(4) Preparation (4) Issues (2) 

Process Materials of Industrial 
Integration and Construction Applications 
Economics (8) (5) (*) 

June 1986 Dry 
& SOx/NOx 
Introduction 
(4) 

Sorbents-
Selection, 
Preparation, 
and 
Performance 
(7) 
Sorbents-
Promoters and 
Additives (3) 

Sorbents-
Fundamentals 
(2) 

Process 
Research (5) 

Mixing/ 
Dispersion (3) 

October 1988 

Opening 
Remarks(*) 

International 
Overview (6) 

Retrofit 
Economics (3) 

Spray Dryer 
Technology (6) 

Furnace 
Sorbent 
Injection: 
Demonstra-
tions (8) 

Integration/ 
Byproduct 
Utilization (8) 

"'Tl 
0 
); 
N 
0 ...... 
~ 
I 

0 
0 
(!) 
01 
0 
OJ 

::J ro ..... 
3" 
01 
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U npresented Industrial 
Papers (4) Applications 

(5) 

U npresented 
Papers (4) 

Limestone/ 
Organic Acid 
(3) 

Lime/ 
Limestone 
Utility 
Applications 
(2) 
Byproduct 
Disposal/ 
Utilization (4) 
Dry FGD 
Systems (7) 

U npresented 
Papers (7) 

Panel: The Sorbent 
A&E: Availability 
Middleman and Costs (3) 
Between 
Utility and 
FGD Supplier 
(*) 
FGD Field 
Chemistry (6) Applications 

and Full-Scale 
Testing (8) 

Limestone/ U npresented 
Organic Acid Papers(*) 
(2) 
Waste 
Disposal/ 
Utilization (4) 

Dry FGD: 
Pilot Plant Test 
Results (5) 

Dry FGD: Full 
Scale 
Installations 
(5) 
U npresented 
Papers (5) 

Panel WetFGD: 
Discussion on Additives (4) 
Retrofitting 
FGD Systems 
(*) 

Dual Alkali (4) WetFGD: 
Operations and 
Flexibility (3) 

Emerging WetFGD: 
Technologies Operations and 
(5) Reliability (2) 
Spray Dryer Spray Dryer 
FGD (7) FGD (4) 

FGD Dry FGD 
Byproduct Technologies 
Disposal/ (5) 
Utilization (6) 
U npresented FGD 
Papers (7) Byproduct 

Disposal/ 
Utilization (6) 
Poster Session 
(16) 

Economics, 
Power Plant 
Integration and 
Commercial 
Applications 
(4) 

Post-Furnace 
S02 Removal 
(7) 

System 
Impacts (6) 

Commercial 
Scale 
Applications 
(8) 
U npresented 
Papers (2) 

FSI Impacts/ 
Enhancements 
(8) 

WetFGD 
Operation (16) 

Municipal 
Solid Waste 
Facilities (4) 
Dry FGD 
Fundamentals 
(6) 

New 
Technologies 
(6) 

FGD 
Improvement 
(6) 

Post-
Combustion 
Dry 
Technologies 
(8) 
U npresented 
Papers (3) 

"'Tl 
0 
); 
N 
0 ...... 
~ 
I 

0 
0 
(!) 
01 
0 
OJ 

::J ro ..... 
3" 
01 
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May 1990 
Opening Remarks (3) 

International Overview (4) 

Economics (8) 

Furnace Sorbent Injection 
Demonstrations (8) 
FSI Recycle (4) 

Wet FGD Reliability (8) 
Spray Dryers (5) 

Wet Full Scale Operation (10) 
Emerging Technologies (7) 

Combined SOx/NOx Technologies 
(7) 
Wet FGD Vendor Designs (7) 
Post Combustion Dry Technologies 
(8) 
Wet FGD Research (7) 

Byproduct Utilization (8) 
Poster Session (13) 

Group 3 
Dec. 1991 August 1993 
Opening Session (6) Clean Air Act Regulatory Strategies 

(3) 
Clean Air Act Compliance Issues Phase I Designs (7) 
Panel (4) 
Clean Air Act Compliance Strategies Additives for High Efficiency FGD 
(9) (6) 
Wet FGD Process Improvements (8) Materials for FGD (7) 

Furnace Sorbent Injection (4) Clean Coal Demonstrations (7) 

Wet FGD Design Improvements (8) Applied Research (7) 
Dry FGD Technologies (12) Dry FGD Technologies (7) 

Wet Full Scale FGD Operations (8) Wet FGD Process Issues (6) 
Combined SOx/NOx Technologies Air Toxics Removal in FGD Systems 
(8) (7) 
Wet FGD Operating Issues (8) Wet FGD Process Issues (7) 

Clean Coal Demonstrations (8) Emerging Technologies (6) 
Emerging Technologies (21) Waste Utilization and Disposal (6) 

Commercial FGD Designs (7) Poster Papers (18) 
Byproduct Utilization (7) 

Poster Papers (7) 

March 1995 
Regulatory and Economic Issues (4) 

Full-Scale Optimization (6) 

Phase I Startups (7) 

Dry FGD (6) 

Operating Experiences and Recent 
Design (6) 
Emerging Processes (6) 
Wet FGD Advanced Design Issues 
(7) 
Air Toxics (7) 
Modeling and Fundamental Research 
(6) 
Combined SOx/NOx Removal (6) 

Materials for FGD (8) 
Byproducts and wastewater (5) 

Poster Papers (12) 
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Appendix G. Network Graph Construction Procedure 

The first step in the process of constructing network graphs was to develop a computer 

program that was run on the coded S02 Symposium data in order to list the year and the various 

authors on each paper in permuted pairs. The output of the program replaced the author names 

with their affiliation types. In Microsoft Excel, pivot tables were then created using these 

pairings in order to show reflexive ties (to the same affiliation type) and relational ties (to other 

affiliation types) for each year of the conference. The next step was to sum the various pivot 

tables into affiliation-type-by-affiliation-type, important organization by important organization, 

and important author by important author matrices for each of the three time period groups. The 

resulting matrices could then be graphed manually or with software such as Krackplot 3.0. 
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Appendix H. Statistics in Learning Curve Analyses 

(1) The confidence levels associated with the learning curve analyses are computed in 

Microsoft Excel2000 and listed as part of the regression results. They are based on the two-

sided p-value obtained through the t-test of the null hypothesis of no linear relationship between 

the x andy variables in Equation 5.2. The t-statistic is: 

where: 

b 
t=-

SEb 

b =the slope of the least-squares regression line 
SEb = the standard error of this slope 

~ l "( ')2 --L. v- v 
where: SE = n - 2 ~ ~ 

b .Jl:(x-x)z 

(2) Given that there is a relatively large number of power plants with relevant FGD operating 

data (88) and there is a relatively small number of observations for each power plant (13 years), a 

more powerful estimation technique is to consider these data as panel data. Recall that panel 

data are repeated observations on the same set of cross-sectional dependent and explanatory 

variables. The simplest estimation method for panel data is to essentially ignore the panel 

structure of the data and stack the data in the linear regression model with the assumptions that 

for a given plant, observations are serially uncorrelated and across plants and time, the errors are 

homoscedastic. The result is the pooled estimator. 

There are two extensions to the pooled estimator. If the first, "random effects" model 

were applied to these data, it would be based on the assumption that the individual power plant is 

uncorrelated with the explanatory variables. Instead, we assume that the individual power plant 

is correlated with the explanatory variables and we use the second, "fixed effects" model, which 

has two important advantages. One is that the ordinary least-squares regression on the 
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transformed data yields unbiased estimates of the coefficients on the X-variables. Another is that 

the fixed effects estimator is robust to the omission of any relevant time-invariant regressors. 

The fixed effects model was run in Stata 6.0 for the pooled set of eighty-eight power 

plants with thirteen years ofFGD operating data, with a group variable based on the plant-FGD 

identifier. For more information, see Johnston and DiNardo (1997, Ch. 12) and StataCorp 

(1999). 

References 

Johnston, J., & DiNardo, J. 1997. Econometric Methods. New York: McGraw Hill. 

StataCorp. 1999. Stata Statistical Software: Release 6.0. College Station, TX: Stata Corporation. 

258 

ED _000 11 O_LN_ Set20000 1268-00269 



FOIA 2014-009508 Interim 5 

Page 1 

• 
I I 

LEXSEE 486 F.2D 375 

PORTLAND CEMENT ASSOCIATION AN ILLINOIS NOT-FOR-PROFIT 
CORPORATION, PETITIONER, v. WILLIAM D. RUCKELSHAUS, 
ADMINISTRATOR, ENVIRONMENTAL PROTECTION AGENCY, 

RESPONDENT, MEDUSA PORTLAND CEMENT CO., and NORTHWESTERN 
STATES PORTLAND CEMENT CO., INTERVENORS 

No. 72-1073 

UNITED STATES COURT OF APPEALS FOR THE DISTRICT OF COLUMBIA 
CIRCUIT 

486 F.2d 375; 158 U.S. App. D.C. 308; 1973 U.S. App. LEXIS 9083; 5 ERC (BNA) 
1593; 3 ELR 20642 

January 29, 1973, Argued 
June 29, 1973, Decided 

PRIOR HISTORY: [**1] Petition for Review of an 
Order of the Administrator, Enviromnental Protection 
Agency. 

COUNSEL: Robert E. Haythorne, with whom Perry S. 
Patterson was on the brief for Petitioner. 

James R. Walpole, Attorney, Department of Justice with 
whom Kent Frizzell, Assistant Attorney General, 
Edmund B. Clark and Martin Green, Attorneys, 
Department of Justice, were on the brief, for Respondent. 
Raymond N. Zagone, Attorney, Department of Justice 
also entered an appearance for Respondent. 

Robert H. Shepard was on the brief for Intervenor, 
Northwestern States Portland Cement Company. 

William H. Wallace was on the brief for Intervenor, 
Medusa Corporation. 

Turner T. Smith, Jr., filed a brief on behalf of Long 
Island Lighting Company and National Asphalt 
Pavement Association, as Amici Curiae urging reversal. 

Perry S. Patterson entered an appearance for Intervenors. 

JUDGES: Fahy, Senior Circuit Judge, Leventhal and 
Robb, Circuit Judges. Opinion for the Court filed by 
Circuit Judge LEVENTHAL. 

OPINION BY: LEVENTHAL 

OPINION 

[*377] LEVENTHAL, Circuit Judge: 

Portland Cement Association seeks review 1 of the 
action of the Administrator [*378] of the Enviromnental 
Protection Agency (EPA) [**2] in promulgating 
stationary source standards for new or modified portland 
cement plants, pursuant to the provisions of Section 111 
of the Clean Air Act. 2 Medusa Corporation and 
Northwestern States Portland Cement Company were 
granted leave to intervene by this court and they together 
with petitioner, will be referred to as the cement 
manufacturers. Long Island Lighting Company has filed a 
brief as an Amicus Curiae. 

Section 307(b)(l) of the Clean Air Act, 42 
US. C.§ 1857h-5(b)(l), requires that a petition for 
review of the action of the Administrator in 
setting standards of performance under section 
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486 F.2d 375, *378; 158 U.S. App. D.C. 308; 

1973 U.S. App. LEXIS 9083, **2; 5 ERC (BNA) 1593 

111 of the Act "be filed only in the United States 
Court of Appeals for the District of Columbia." 
2 42 US. C. § 1857c-6. 

I. STATEMENT OF THE CASE 

Section 111 of the Clean Air Act directs the 
Administrator to promulgate "standards of performance" 
governing emissions of air pollutants by new stationary 
sources constructed or modified after the [**3] effective 
date of pertinent regulations. 3 The focus of dispute in 
this case concerns EPA compliance with the statutory 
language of Section lll(a) which defines "standard of 
performance" as follows: 4 

(1) The term "standard of perfonnance" 
means a standard for emissions of air 
pollutants which reflects the degree of 
emission limitation achievable through the 
application of the best system of emission 
reduction which (taking into account the 
cost of achieving such reduction) the 
Administrator detennines has been 
adequately demonstrated. 

3 The term "new source" is defined as: 

any stationary source, the 
construction or modification of 
which is connnenced after the 
publication of regulations (or, if 
earlier, proposed regulations) 
prescribing a standard of 
perfonnance under this section 
which will be applicable to such 
source. 42 USC. § 1857c-6(a) 
(2). 

Modification is, in tum, defined as: 
any physical change in, or 

change in the method of operation 
of, a stationary source which 
increases the amount of any air 
pollutant emitted by such source or 
which results in the emission of 
any air pollutant not previously 
emitted. 42 USC. § 1857c-6(a) 
(4). 

[**4] 
4 42 USC.§ 1857c-6(a) (1). 

After designating portland cement plants as a 
stationary source of air pollution which may "contribute 
significantly to air pollution which causes or contributes 
to the endangerment of public health or welfare", under 
Section 111 (b)(l)(A) of the Act, 5 the Administrator 
published a proposed regulation establishing standards of 
perfonnance for portland cement plants. The proposed 
regulation was accompanied by a document entitled 
"Background Information For Proposed New-Source 
Performance Standards," which set forth the justification. 
6 Interested parties were afforded an opportunity to 
participate in the rule making by submitting comments, 
and more than 200 interested parties did so. 7 The 
"standards of performance" were adopted by a regulation, 
issued December 16, 1971, which requires, inter alia, that 
particulate matter emitted from portland cement plants 
shall not be: 8 

(1) In excess of 0.30 lb. per ton of feed 
to the kiln (0.15 Kg. per metric ton), 
maximum 2-hour average. 

(2) Greater than 10% opacity, except 
that where [**5] the presence of 
uncombined water is the only reason for 
failure to meet the requirements for this 
subparagraph, such failure shall not be a 
violation of this section. 

[*379] The standards were justified by the EPA as 
follows: 9 

The standards of performance are based 
on stationary source testing conducted by 
the Environmental Protection Agency 
and/or contractors and on data derived 
from various other sources, including the 
available technical literature. In the 
connnents on the proposed standards, 
many questions were raised as to costs and 
demonstrated capability of control systems 
to meet the standards. These connnents 
have been evaluated and investigated, and 
it is the Administrator's judgment that 
emission control systems capable of 
meeting the standards have been 
adequately demonstrated and that the 
standards promulgated herein are 
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486 F.2d 375, *379; 158 U.S. App. D.C. 308; 

1973 U.S. App. LEXIS 9083, **5; 5 ERC (BNA) 1593 

[**6] 

achievable at reasonable costs. 

5 42 US. C. § 1857c-6(b)(1)(A). The designation 
of portland cement plant emissions was made on 
March31, l97l,36Fed.Reg. 5931 (1971). 
6 The proposed standards were issued on August 
3, 1971 and published on August 17, 1971, 36 
Fed. Reg. 15,704 (1971). The Background 
Document, prepared by the Enviromnental 
Protection Agency, Office of Air Programs, 
states: "The proposed standards ... are being 
distributed concurrently with this document." (JA 
at 20). 

7 34 cmmnents, specifically addressed to the 
Portland Cement standards, are at Tab VIII of the 
Certified Record (C.R.). They have been filed as a 
supplement to the Joint Appendix. 
8 36Fed. Reg. 24,876 (1971). 
9 Id. at para. 17. 

On March 21, 1972, EPA published a "Supplemental 
Statement in Connection With Final Promulgation", 10 

amplifying the justification for its standards and 
indicating that it had been prompted by the action of this 
court in Kennecott Copper Corp. v. E.P.A., 149 US. App. 
D.C. 231, 462 F.2d 846 (1972), to offer "a more specific 
explanation of how [the Administrator] had arrived at the 
standard." This statement relied principally on EPA tests 
on existing portland cement plants to demonstrate that the 
promulgated standards were achievable. 

10 37 Fed. Reg. 5767 (1972). 

The action of the Administrator has been challenged 
on the following grounds: [**7] (1) The Administrator 
did not comply with the National Enviromnental Policy 
Act of 1969 (NEPA). (2) Economic costs were not 
adequately taken into account and the standards unfairly 
discriminate against portland cement plants, in 
comparison with standards promulgated for power plants 
and incinerators. (3) The achievability of the standards 
was not adequately demonstrated. 

II. COMPLIANCE WITH NEP A 

Petitioners argue that EPA acted contrary to the 
requirements of the National Environmental Policy Act 
of 1969, 42 USC. §§ 4321-35, in failing to file a 

"NEP A" statement in conjunction with the promulgation 
of the stationary standards. They draw particularly on the 
language of§ 102(2)(C) ofNEP A which states: 11 

The Congress authorizes and directs 
that, to the fullest extent possible: (1) the 
policies, regulations, and public laws of 
the United States shall be interpreted and 
administered in accordance with the 
policies set forth in this chapter, and (2) all 
agencies of the Federal Government shall 

* * * 

(C) include in every 
recommendation or report 
on proposals for legislation 
and other major Federal 
actions significantly 
affecting the [**8] quality 
of the human enviromnent, 
a detailed statement by the 
responsible official on--

(i) the environmental 
impact of the proposed 
action .... 

11 42 US. C.§ 4332 (2)(C)(1970). 

1. Petitioners, in effect, predicate an EPA obligation 
to file an impact statement on this simple syllogism: (1) 
All federal agencies must file an impact statement; (2) 
EPA is a federal agency; (3) EPA must file an impact 
statement. Anaconda Co. v. Ruckelshaus, 352 F. Supp. 
697, 4 ERC 1817, 1828 (D. Col. 1972). If the premises be 
accepted, the logic is clear. But the argument is more 
simplistic than simple, for the premises require a more 
precise determination of legislative intent. In ascertaining 
congressional intent we begin with the language of a 
statute, 12 but this is subject to an overriding requirement 
of looking to all sources including purpose and legislative 
history, to ascertain discernible [*380] legislative 
purpose. 13 The question is whether EPA is a "federal 
[**9] agency" within the meaning of NEP A -- whether, 
and to what extent, Congress intended it to be subject to 
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1973 U.S. App. LEXIS 9083, **9; 5 ERC (BNA) 1593 

the NEP A mandate concerning preparation of impact 
statements. 

12 Caminetti v. United States, 242 US. 470, 
485, 61 L. Ed 442, 37 S. Ct. 192 (1917). 
13 "The 'plain meaning' doctrine has always 
been subservient to a truly discernible legislative 
purpose however discerned," by equitable 
construction or recourse to legislative history. 
Wilderness Society v. Morton, 156 US. App. D. C. 
121, 479 F.2d 842, 855 (1973) (en bane), cert. 
denied 411 US. 917, 36 L. Ed 2d 309, 93 S. Ct. 
1550 (1973); District of Columbia v. Orleans, 132 
US. App. D.C. 139, 141, 406 F.2d 957, 959 
(1968). 

2. A primary purpose of NEP A, and specifically the 
impact statement requirement, was the design to 
co-ordinate disparate enviromnental policies of different 
federal agencies. 14 At the time NEP A was enacted on 
January 1, 1970, 15 EPA was not yet in existence. EPA 
was created [**10] by Reorganization Plan No. 3, 
submitted to Congress on July 9, 1970, 16 which was 
designed to bring under one roof the major enviromnental 
federal programs which until that time had been scattered 
throughout different agencies of the govermnent. It is by 
no means clear, as will appear, that NEP A's impact 
statement requirement was intended at time of passage of 
NEP A to be applicable to such enviromnental agencies as 
the National Air Pollution Control Administration of the 
Department of Health, Education and Welfare or the 
Federal Water Quality Administration of the Department 
of the Interior. But even assuming it was applicable to 
them, it does not necessarily follow that NEP A is 
applicable to EPA, which Congress did not have before 
it, and which in its own organization accomplished the 
purpose of coordination of environmental approach. In 
statutory interpretation, the courts must often, in effect, 
consider what answer the legislature would have made as 
to a problem that was neither discussed nor contemplated. 
Montana Power Co. v. F.P.C., 144 US. App. D.C. 263, 
445 F.2d 739 (1970) (en bane), cert. denied, 400 US. 
1013, 27 L. Ed 2d 627, 91 S. Ct. 566 (1971). [**11] 

14 See Calvert Cliffs Coordinating Committee v. 
AEC, 146 US. App. D.C. 33, 47, 449 F.2d 1109, 
1123 (1971); National Resources Defense 
Council, Inc. v. Morton, 148 US. App. D.C. 5, 13, 
458 F.2d 827, 835 (1972). 
15 83 Stat. 853. 

16 The reorganization plan was effective 
December 2, 1970, 35 Fed Reg. 15623 (1970). 
See 42 US. C.§ 4321 note (1970). 

3. The impact statement issue requires us to consider 
not only NEP A, but also the Clean Air Act and 
particularly the statutory scheme by which new stationary 
source standards are promulgated. 17 

17 In order to give full effect to the Clean Air 
Act, it must be read, at minimum in pari materia 
with NEP A. See United States v. Stewart, 311 
US. 60, 85 L. Ed 40, 61 S. Ct. 102 (1940). There 
is doctrine to the effect that in case of conflict 
between two federal laws, the later enactment is 
given precedence. United States v. Wrightvmod 
DairyCo., 127F.2d907(7thCir.1942). 

[**12] Section 111 of the Clean Air Act establishes 
precise time schedules for the promulgation of new 
source standards. 18 The Administrator was required to 
publish, 90 days after December 31, 1970, a list of 
categories of stationary sources which "contribute 
significantly to air pollution which causes or contributes 
to the endangerment of public health or welfare." Within 
120 days of the inclusion of a category, the Administrator 
is required to propose standards, and 90 days thereafter 
the standards are to go into effect. Obviously, a strong 
argument can be made that the Clean Air Act, and the 
provisions for unusual expedition in disposing of the 
complex enviromnental and other problems faced by the 
agency, assmned that the agency would not be subject to 
the additional time required to prepare a "detailed" 
proposal of an impact statement, circulate tile statement 
to the agencies for comment and assess the comments 
made. 

18 42 USC.§ 1857c-6(b) (1). 

[*381] The time constraint of [**13] the Clean Air 
Act is perhaps not decisive 19 but it is a substantial 
consideration and, as will be seen, an inter-related aspect 
of that Act reinforces the conclusion that NEP A is 
inapplicable to determinations under it. 

19 The quality of a draft impact statement might 
be lessened to confonn to the requirements of 
speedy action. NEP A requires compliance only 
"to the fullest extent possible", 42 US. C. § 4332, 
and is subject to a construction of reasonableness. 
National Resources Defense Council v. Morton, 
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148 US. App. D.C. 5, 15, 458 F.2d 827, 837 
(1972). The need for timely action is not 
exclusive with the Enviromnental Protection 
Agency. See SCRAP v. United States, 346 F. 
Supp. 189, 199 (D.D. C. 1972) (3-judge court), 
probable jurisdiction noted 409 US. 1073, 93 S. 
Ct. 683, 34 L. Ed. 2d 662 (1973). 

A major difficulty with this approach is that it 
tends to result in a group of second-class impact 
statements, ascribed to time urgencies. In contrast, 
the Council on Environmental Quality has 
established a relatively short comment time in the 
interest of a uniform procedure that can 
acconnnodate even agencies on a tight time table 
-- to avoid "a delay incompatible with the nature 
of some govermnent programs." THIRD 
ANNUAL REPORT 237 (1972). 

The cmnch under the Clean Air Act is that 
there is no legal latitude available to delay the 
action, in order to give more than lip service to 
the comment procedure. 

[**14] Long Island Lighting Company argues that 
the Act could accommodate delay in the time allowed for 
publication of the list of categories of stationary sources 
until an impact statement had been duly prepared, in 
compliance with NEP A, and completed. This is at odds 
with the express language of the Act which specifies that 
any source which contributes to the endangerment of 
public health or welfare shall be placed on that list at the 
end of 90 days. 

4. As we have already indicated, there is a serious 
question whether NEP A is applicable to enviromnentally 
protective regulatory agencies. There is no express 
exemption in the language of the Act or Connnittee 
Reports. 20 However, such an exemption is set forth in a 
document entitled "Major Changes in S. 1075 as passed 
by the Senate" introduced into the Congressional Record 
by Senator Jackson during debate over approval of the 
Conference Report. 21 

20 S. REP. No. 296, 9lst Cong., 1st Sess. 
(1969); H. REP. No. 765, 9lst Cong., 1st Sess. 
(1969). 
21 115 CONG. REC. 40417 (1969). 

[**15] The document, in analyzing Section 102 of 
NEP A, detailing the procedures and requirements of an 

impact statement, stated that the prov1s10ns were "not 
designed to result in any change in the manner in which 
[ enviromnental agencies] carry out their enviromnental 
protection authority". It stated immediately thereafter: 

This provision is, however, clearly 
designed to assure consideration of 
environmental matters by all agencies in 
their planning and decision making -
especially those agencies who now have 
little or no legislative authority to take 
environmental considerations into account. 
22 

Senator Muskie commented on this language as coming 
from his discussions with Senator Jackson, and then 
stated, in debate: 

It is clear then, and this is the clear 
understanding of the Senator from 
Washington [Jackson] and his colleagues, 
and of those ofus who serve on the Public 
Works Committee, that the agencies 
having authority in the enviromnental 
improvement field will continue to operate 
under their legislative mandates as 
previously established, and that those 
legislative mandates are not changed in 
any way by section 102-5. 23 

Manifestly, the [**16] statements of these two Senators, 
who were among the most active in securing the passage 
of NEP A, 24 [*382] are entitled to weight in 
ascertaining legislative intent. 

22 !d. at40418. 
23 !d. at 40423. 
24 Senator Jackson, floor manager of the debate 
on the Conference Report, was the sponsor of the 
original Senate bill on NEPA, S. 1075, chaired the 
Senate Cmmnittee on Interior and Insular Affairs, 
which considered the bill, and was a member of 
the Conference Cmmnittee. Senator Muskie was 
the Chairman of the Subconnnittee on Air 
Pollution of the Connnittee on Public Works. 

However, their understanding was not formalized by 
any statement in the Conference Report or in the 
section-by-section analysis of the bill as reported by the 
Conference Committee. 25 Senator Allott, ranking 
minority member of the Interior Connnittee and of the 
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Conference Committee, also a supporter ofNEP A, stated: 
26 

. . . while the explanatory statements 
relative to the interpretation of the 
conference report [**17] language, as 
provided by the chairman, are useful, they 
have not been reviewed, agreed upon, and 
signed by the other Senate conferees. Only 
the conference report itself was signed by 
all the Senate conferees, and therefore, 
only it was agreed upon and is binding. 

25 H.R. REP. No. 765, 9lst Cong., 1st Sess. 7 
(1969). 
26 115 CONG. REC. 40422 (1969). 

As for the House of Representatives, its action on the 
Conference Report was equally ambiguous. 
Representative Dingell submitted the Conference Report 
to the House on December 22, 1969, 27 two days after the 
report had been submitted to the Senate by Senator 
Jackson. As part of his opening remarks, Rep. Dingell 
introduced into the record the text of answers to certain 
questions posed to him by Rep. Fallon, the Chairman of 
the Committee on Public Works. His answer to one of 
those questions tracked the language of the "Major 
Changes" document submitted to the Senate, indicating 
no intended change in requirements for "environmental 
control" agencies. [**18] 28 There is no indication, 
however, of any debate or acceptance of Rep. Dingell's 
answer by any other member of the House. 

27 !d. at 40922 (1969). 
28 !d. at 40925. 

5. We now turn to consideration of the import of 
subsequent congressional actions. 

In the Federal Water Pollution Control Act 
Amendments of 1972 (FWPCA), Congress provided that 
NEP A did not control certain actions taken by EPA 
pursuant to their water pollution control activities. 29 The 
question arose in debate, and is carried on by the parties 
to this case, as to whether this was an "exemption" -- in 
which case the assmnption would be that prior law 
generally intended NEP A to be applicable -- or an 
affirmative declaration that NEP A did apply to only a 
limited number of EPA activities specified in the 

amendments. Such debate of a later Congress have been 
described by the Supreme Court as offering a hazardous 
basis for inferring the intent of the earlier Congress; 30 

and this is borne out by our analysis . 

[**19] 

29 Pub. L. No. 92-500, 86 STAT. 816 (1972). 
Section 511 (c) (1) provides that NEPA is not 
applicable to EPA, at least as to impact 
statements, except in two cases: where grants are 
made for the construction of publicly owned 
waste treatment works and where the agency 
issues new source permits. 

30 United States v. Southwestern Cable Co., 392 
US. 157, 170, 20 L. Ed. 2d 1001, 88 S. Ct. 1994 
(1968). 

Senator Muskie pointed during the 1972 debates to 
the Muskie-Jackson colloquy as expressing the intent to 
exempt EPA, and that the present legislation merely 
imposed some affirmative NEP A obligations, so as to 
narrow the exemption. 31 Others, such as Senator [*383] 
Nelson, clearly perceived the water pollution control 
amendments as, in fact, exempting EPA from NEP A. 32 

Senator Jackson had doubts by 1972, as to the wisdom of 
his prior position on a broad exemption for 
"environmental control" agencies. 33 

31 118 CONG. REC. 16877-78 (daily ed., Oct. 
4, 1972). Senator Muskie also referred to an 
intervening interpretation of the Council on 
Environmental Quality that EPA was exempt 
from NEPA, 36 Fed. Reg. 7724 (1971) § 5(d). 
This CEQ interpretation as to EPA, reflected its 
earlier view that the Federal Water Quality 
Adminstration and the National Air Pollution 
Control Board were exempt from NEPA, 35 Fed. 
Reg. 7391 (1970) § 5(d). The CEQ view was 
based on its reading of the legislative history of 
NEP A, which we find highly ambiguous, and 
cannot therefore assign this administrative 
determination controlling weight. At least part of 
the deference assigned to administrative 
construction of a statute, concerns the passage of 
time under which the agency view has become an 
accepted interpretation and in which the Congress 
has not acted to nullify the agency practice. 
Deference may also be accorded an administrative 
interpretation to avoid dislocation where agencies 
have shaped their actions in accordance with the 
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[**20] 

interpretation, and the court concludes that the 
interpretation is not inconsistent with discernible 
legislative intention. Here, however, the issue of 
meaning turns on statutory wording and 
legislative history, available in extenso to the 
court, and not affected by any considerations of 
special technical expertise of CEQ, which might 
lead to extra deference. See Wilderness Society v. 
Morton, supra, Slip Opinion at 40-51, for 
discussion of deference to be given administrative 
construction of statutes. We note that CEQ, in its 
latest Proposed Guidelines for Preparation of 
Enviromnental Impact Statements, 38 Fed. Reg. 
10856, 10865 (1973), has retracted § 5d and its 
broad claim that EPA was exempt from all NEP A 
requirements. We do not reach the question as to 
the scope of authority of the Council on 
Enviromnental Quality to interpret the 
requirements of the Act. 

32 Senator Buckley viewed section 5ll(c)(l) as 
a provision "which grants broad exemptions", 118 
CONG. REC. Sl6884 (daily ed., Oct. 4, 1972). 
Senator Nelson stated: "While this section 
[5ll(c)(l)] does specifically authorize some 
exemptions from the enviromnental policy act to 
avoid conflict with other key environmental aims, 
the reach of these exemptions would appear to be 
narrow." /d. at 16888. 
33 !d. at 16886-88. 

6. The matter resolves itself, as to this issue of 
exemption for enviromnental agencies, that we have 
items which are entitled to some weight as indicia of 
legislative intent, but cannot be taken as decisive. 34 It 
becomes appropriate, then, 35 to consider the policies 
underlying the legislation. 36 Here, again, we encounter 
competing considerations reflecting the difficulty in 
resolving the question; but perhaps they point the way 
toward a resolution. 

[**21] 

34 Compare United States v. Thompson, 147 
US. App. D.C. 1, 13, 452 F.2d 1333, 1345 
(1971), cert. denied, 405 US. 998, 31 L. Ed. 2d 
467, 92 S. Ct. 1251 (1972). Also see Calvert 
Cliffs, supra, 146 US. App. D.C. at 49-50, 449 
F.2d at 1125-26. 

35 We think little guidance to the resolution of 
this issue is to be obtained from consideration of 

section 309 of the Clean Air Act, 42 US.C. § 
1857h-7, which petitioners greatly relied on 
during oral argument of this case. That section 
merely requires the Administrator to review and 
connnent in writing on the impact on the 
environment of projects of another federal agency 
"[which contains] any matter related to duties and 
responsibilities granted [to the Administrator] 
pursuant to this chapter." The contention that this 
section implies the Administrator must file a draft 
impact statement can only be resolved in the 
framework of the legislative history which we 
have already reviewed. 
36 See United States v. Sisson, 399 US. 267, 
297-98, 26 L. Ed. 2d 608, 90S. Ct. 2117 (1970), 
where Justice Harlan stated: "The axiom that 
courts should endeavor to give statutory language 
that meaning that nurtures the policies underlying 
legislation is one that guides us when 
circumstances not plainly covered by the terms of 
the statute are subsumed by the underlying 
policies to which Congress was committed." Also 
see District of Columbia v. Orleans, supra, 132 
US. App. D.C. at 140-41, 406 F.2d at 958-59. 

[**22] The policy thrust toward exemption of the 
environmental agency is discernible from these factors, 
taken in combination: (1) An exemption from NEPA is 
supportable on the basis that this best serves the objective 
of protecting the enviromnent which is the purpose of 
NEP A. (2) This comes about because NEP A operates, in 
protection of the enviromnent, by a broadly applicable 
measure that only provides a first step. The goal of 
protecting the enviromnent requires more than NEP A 
provides, i.e. specific assigmnent of duties to protection 
agencies, in certain areas identified [*384] by Congress 
as requiring extra protection. (3) The need in those areas 
for unusually expeditious decision would be thwarted by 
a NEPA impact statement requirement. 37 (4) An impact 
statement requirement presents the danger that opponents 
of environmental protection would use the issue of 
compliance with any impact statement requirement as a 
tactic of litigation and delay. 38 

37 Senator Muskie stated, during the debate on 
the applicability of NEP A statements to EPA, 
pursuant to the FWPCA amendments of 1972, 
118 CONG. REC. 16878 (daily ed., Oct. 4, 1972): 
"If the general procedural or substantive reforms 
achieved in NEP A ... were permitted to override, 
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[**23] 

supersede, broaden, or affect in any way the more 
specific environmental mandate of the FWPCA, 
the administration of the Act would be seriously 
impeded and the intent of Congress in passing it 
frustrated." For problems in complying with both 
NEPA and the Clean Air Act's requirements for 
speedy action, see note 19 supra. 

38 /d. 

The policies against a NEP A exemption embrace the 
endemic question of "Who shall police the police"? As 
Senator Jackson stated, "It cannot be assumed that EPA 
will always be the good guy." 39 Concern was also voiced 
by petitioners in this case that EPA might wear blinders 
when promulgating standards protecting one resource as 
to effects on other resources, as is asserted in this case, 
that air standards may increase water pollution. Finally, it 
is argued that a NEP A statement's procedures, though 
burdensome, allow for needed input by other federal 
agencies and simultaneously open up the 
decision-making process to scrutiny by the public. 40 

[**24] 

39 /d. at 16887. Senator Jackson raised this 
pointed concern: "Since EPA was fonned, they 
have done an admirable job and they are 
continuing to do so, at least for the present. 
However, it cannot be forgotten that EPA is a 
regulatory agency and in the past in Washington 
almost all regulatory agencies have eventually 
come under the control of those that they are 
charged with regulating," quoting from the 
September 22, 1972 National Wildlife Federation 
Conservation Report. 

40 /d. (Statement of Senator Jackson). We do not 
think that the post-decision reporting 
requirements of the Clean Air Act to Congress, 
pursuant to sections 312(a) and 313 of the Act, 42 
US. C.§§ 1857}-1, 2 (1970), offer the same timely 
and substantive impact on decision making as 
would comments on possible adverse 
enviromnental impact during a rule-making 
proceeding. Section 312(a) calls for 
"Comprehensive economic cost studies", and EPA 
has already issued its first required report, which 
includes a discussion of portland cement. S. Doc. 
No. 92-67, Annual Report of the Administrator, 
The Economics of Clean Air, 92d Cong., 2d Sess. 
4-36-43 (1972), which is based largely on a study 

made for the purpose of arnvmg at the 
promulgated standard and introduced into the 
rule-making record. ELIAS, J. R. AND J. M. 
DEMENT, THE FINANCIAL IMPACT OF AIR 
POLLUTION CONTROL UPON THE CEMENT 
INDUSTRY (1971) (prepared for EPA) 
(hereinafter FINANCIAL IMP ACT). C.R. Tab V 
(f). 

Section 313 of the Act requires, inter alia, a 
report on "the development of air quality criteria 
and recommended em1sswn control 
requirements." Two reports have already issued. 
S. Doc. 92-66, Annual Report of the 
Administrator of the Enviromnental Protection 
Agency, Progress in the Prevention and Control of 
Air Pollution, 92 Cong., 2d Sess. (1972); S. Doc. 
92-11, 92 Cong., 1st Sess. (1971 Annual Report). 
Both reports are summary in nature, and neither 
discusses portland cement. 

It is, therefore, apparent that Congress 
receives no required infonnation about the 
possible adverse enviromnental impact of 
proposed standards for new stationary sources. 

[**25] 7. Our consideration of the complex 
questions raised by a broad exemption claim, reinforce 
our conclusion that these should not be decided in the 
present case, which may appropriately be determined 
upon the logic of a narrow exemption from NEP A 
applicable to determinations under section 111 of the 
Clean Air Act. What is decisive, ultimately, is the reality 
that, section 111 of the Clean Air Act, properly 
construed, requires the functional equivalent of a NEP A 
impact statement. Thus in this case, as in International 
Harvester v. Ruckelshaus, 155 US. App. D.C. 411, 478 
F.2d 615, 650 n.130 [*385] (D. C. Cir. 1973), 41 we 
refrain from a determination of any broader claim of 
NEP A exemption. 

41 To date, only a few cases have dealt with the 
application of NEP A to EPA. In Getty Oil Co. 
(Eastern Operations) v. Ruckelshaus, 467 F.2d 
349 (3rd Cir. 1972), cert. denied 409 US. 1125, 
35 L. Ed. 2d 256, 93 S. Ct. 937 (1973), the issue 
was raised in the context of an enforcement 
proceeding by EPA of Delaware's approved 
implementation plan under § 110 of the Clean Air 
Act. Petitioners argued that the failure to file an 
impact statement rendered the compliance order 
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ultra vires. The Third Circuit held that this 
objection was improperly raised in an 
enforcement proceeding, thus not reaching the 
question, though noting that authority for 
application was "not persuasive", citing Kalur v. 
Resor, 335 F. Supp. 1 (D.D.C. 1971). 

In Kalur, the court held that the Corps of 
Engineers was required to issue an impact 
statement before granting a permit to dump 
"refuse" into navigable waters, pursuant to its 
administration of the Rivers and Harbors Act of 
1899, 33 USC. § 407 (1971). This decision was 
partly responsible for the FWPCA Amendments 
of 1972, giving EPA authority over the issuance 
of discharge permits, and exempting issuance 
from NEPA. Pub. L. No. 92-500, 86 Stat. 816 
(1972). See statement of Senator Hart, 118 
CONG. REC. 16890 (daily ed. Oct. 4, 1972). 
Kalur was subsequently dismissed as moot on 
appeal to this court by order, following the 
enactment of the new legislation, and is of no 
precedential value. 

The case most directly on point is Anaconda 
Copper Co. v. Ruckelshaus, 352 F. Supp. 697, 4 
E.R.C. 1817 (D. Colo. 1972). That case dealt with 
the ability of Anaconda's copper smelter, which 
emitted sulphur oxides, to conform with EPA 
standards under § 110 of the Clean Air Act. After 
the Governor of the State of Montana had deleted 
that portion of the State plan, relating to these 
emissions -- which affected only Anaconda -
EPA proposed its own standards. After 
administrative hearings, Anaconda brought suit in 
the district court to enjoin promulgation of the 
rule. The district court held that more than the 
minimal due process required in rule-making 
proceedings should have been afforded at the 
EPA hearing since the regulation in effect applied 
only to Anaconda, that there was insufficient 
evidence to support the standards, and that EPA 
should have been required to file an impact 
statement pursuant to NEP A. Leaving aside the 
threshold question as to whether the district court 
properly took jurisdiction of the proposed rule, 
see Environmental Defense Fund et al. v. 
Enviromental Protection Agency, 158 US. App. 
D.C. 1, 485 F.2d 780 (1973), we think the thrust 
of the district court's concern, which we share, 

was the seeming refusal of the EPA to take into 
account possible adverse impact on water quality 
which might arise from its air standards. This 
problem was "not studied or considered by the 
Administrator" according to the findings of fact of 
the district court. This concern could have been 
reflected in a requirement that infonnation be 
developed on this point in conjunction with the 
hearings on the standard, but instead the court 
chose to enjoin the rule on the basis of the failure 
to file an impact statement. We think the 
examination of support for this holding was 
myopic, and rested heavily on the logic of the 
words "all federal agencies" which, as we have 
indicated infra, text at notes 12, 13, is only itself 
dependent on the non-obvious premise that EPA 
is a "federal agency" within the meaning of 
NEPA. 

See also Appalachian Power Co. v. EPA, 477 
F.2d 495, 5 ERC 1222 (4th Cir. 1973) and 
Duquesne Light Co. v. EPA, 481 F.2d 1 (3rd Cir. 
1973) holding NEPA inapplicable to actions of 
Administrator in approving state implementation 
plan under § 110 of the Clean Air Act. 

[**26] Enlarging on our conclusion as to a 
narrower exemption, we note that section 111 of the 
Clean Air Act requires a "standard of performance" 
which reflects "the best system of emission reduction", 
and requires the Administrator to take "into account the 
cost of achieving such reduction." These criteria require 
the Administrator to take into account counter-productive 
environmental effects of a proposed standard, as well as 
economic costs to the industry. The Act thus requires that 
the Administrator accompany a proposed standard with a 
statement of reasons that sets forth the enviromnental 
considerations, pro and con which have been taken into 
account as required by the Act, and fulfillment of this 
requirement is reviewable directly by this Court. 42 

42 One of the major reasons Senator Muskie 
offered for not generally applying NEP A to EPA 
water pollution control activity, during the 
FWPCA amendments debate of 1972, was that the 
Federal Water Pollution Control Act "specifically 
identifies factors to be considered by the 
Administrator". 118 CONG. REC. 16878 (daily 
ed. Oct. 4, 1972). The standard of the "best 
system" is comprehensive, and we cannot imagine 
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that Congress intended that "best" could apply to 
a system which did more damage to water than it 
prevented to air. 

[**27] [*386] Although the rule-making process 
may not import the complete advantages of the structured 
detenninations of NEP A into the decision-making of 
EPA, it does, in our view strike a workable balance 
between some of the advantages and disadvantages of full 
application of NEP A. Without the problems of a NEP A 
delay conflicting with the constraints of the Clean Air 
Act, the ability of other agencies to make submissions to 
EPA concerning proposed rules, provides a channel for 
informed decision-making. These connnents will be part 
of the record in the rule-making proceeding that EPA 
must take into account. 43 

43 This approach avoids the straitjacket that 
NEP A would impose on the time requirements 
mandated by the Clean Air Act. EPA would have 
120 days to issue, as part of its reasons, its 
consideration of possible adverse environmental 
effects, along with its proposed standard. This 
need not be the "detailed" statement required by 
NEPA. We would expect, however, that all 
documents which supported its conclusion on this 
question be made available for connnent. 
Standard CEQ guidelines, or those of the 
Enviromnental Protection Agency, for circulation 
of impact statements could be adapted to provide 
for circulation to other federal agencies of the 
statement of reasons and supporting documents. 
Time allowed for connnent would be made to 
depend on the strict time requirements of the 
section 111 proceeding. 

[**28] EPA's proposed rule, and reasons therefor, 
are inevitably an alert to enviromnental issues. The EPA's 
proposed rule and reasons may omit reference to adverse 
enviromnental consequences that another agency might 
discern, but a draft impact statement may likewise be 
marred by omissions that another agency identifies. To 
the extent that EPA is aware of significant adverse 
enviromnental consequences of its proposal, good faith 
requires appropriate reference in its reasons for the 
proposal and its underlying balancing analysis. While 
there is more flexibility than NEP A's requirement of an 
impact statement, this court has stated, and EPA has 
recognized, that an EPA statement of reasons for 
standards and criteria require a fuller presentation than 

the mmunum rule-making requirement of the 
Administrative Procedure Act. Kennecott Copper v. EPA, 
supra. 

Similarly, EPA's proposed rule, and reasons therefor, 
are an alert to the public and the Congress who will have 
the opportunity to cmrunent as to possible adverse 
environmental effects of the proposed rule, during the 
pendency of the rule making proceeding. And finally, the 
courts will be able to scrutinize the analysis of 
environmental [**29] considerations, in assuring that a 
reasoned decision has been reached. 44 

44 The combination of reasons relating to 
possible adverse environmental impact with those 
justifying the standards generally, directs the 
attention of the reviewing court to the "reasoned 
basis" which supports the rule as a whole, rather 
than permitting challenges based on particular per 
se violations ofNEPA. 

The court's review guards against arbitrary disregard 
of environmental factors by EPA without significantly 
increasing the administrative burden on the agency. And 
since all environmental questions will have to be 
considered within the same review proceeding as other 
challenges to the validity of standards, the potential for 
incremental litigation delay is minimized. 

As to the standard here at issue, petitioners raise 
possible adverse enviromnental impact questions in their 
briefs. 45 [*387] But they have not indicated that these 
problems were brought to the attention of the agency. 
Since we are remanding the case [**30] for other reasons 
subsequently discussed, EPA should respond to these 
questions on remand. 

45 Petitioner Portland Cement Association 
asserts in its Brief at 34: 

Increased electricity needed to 
operate precipitators with greater 
collection capacity can create 
increased air pollution by the 
source of the electricity. 

Also, stricter standards will result in the collection 
of more particulates. These must be disposed of 
somehow. 

The alkaline content of cement must be 
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limited and, since much of the collected 
particulate is substantially alkaline, it cannot be 
used in production but must be discarded. This 
waste is usually combined with water and may 
cause alkaline pollution through direct discharge 
or the seepage of percolating waters into streams 
and rivers. Currently Petitioner is discussing with 
E.P.A. a study to determine what can be done to 
reduce or avoid this result. 

We add, finally, a word of clarification: we establish 
a narrow exemption from NEP A, for EPA determinations 
under section [**31] 111 of the Clean Air Act. NEPA 
must be accorded full vitality as to non-environmental 
agencies, as established by our outstanding precedents. 46 

46 Calvert Cliffs, supra. 

III. ECONOMIC COSTS 

The objecting companies contend that the 
Administrator has not complied with the mandate of § 
111 of the Act, which requires him to "[take] into account 
the costs" of achieving the emission reductions he 
prescribes, a statutory provision that clearly refers to the 
possible economic impact of the promulgated standards. 
47 The nature of these cost and economic contentions is 
such that it is possible, and we find it convenient, to 
consider them now, before describing the industry's 
processes, which will be presented below in the 
consideration of other issues. 

47 An amendment which would have deleted 
consideration of economic impact was proposed 
by Congressman Ryan ofNew York, who stated: 

I believe that the threat to our 
environment is so great that, as a 
matter of public policy, industry 
should be required to use the most 
advanced technology regardless of 
whether or not a particular industry 
finds it economically feasible. 

This amendment was rejected on voice vote. 116 
CONG. REC. 19242-43 (1970). 

[**32] The Administrator found in the Background 
Document that, for a new wet-process plant with a 
capacity of 2.5 million barrels per year, the total 
investment for all installed air pollution control 

equipment will represent approximately 12 percent of the 
investment for the total facility. He also found that 
"annual operating costs for the control equipment will be 
approximately 7 percent of the total plant operating costs 
if a baghouse is used for the kiln, and 5 percent if an 
electrostatic precipitator is used." 48 

48 JA at 50. 

Petitioners argue that this analysis is not enough -
that the Administrator is required to prepare a quantified 
cost-benefit analysis, showing the benefit to ambient air 
conditions as measured against the cost of the pollution 
devices. However desirable in the abstract, such a 
requirement would conflict with the specific time 
constraints imposed on the Administrator. The difficulty, 
if not impossibility, of quantifying the benefit to ambient 
air conditions, 49 further militates against [**33] the 
imposition of such an imperative on the agency. Such 
studies should be considered by the Administrator, if 
adduced in comments, but we do not inject them as a 
necessary condition of action. 

49 See Note, Cost-Benefit Analysis and the 
National Enviromnental Policy Act of 1969, 24 
STANF. L. REV. 1092, 1098ff (1972), and 
authorities cited therein. 

The EPA contention that economic costs to the 
industry have been taken into account, derives substantial 
support from a study prepared for EPA, which was made 
part of the rule-making record and referred to in the 
Background Document, entitled "The Financial Impact of 
Air Pollution Control Upon the Cement Industry". 50 It 
concluded that the additional [*388] costs of control 
equipment could be passed on without substantially 
affecting competition with construction substitutes such 
as steel, asphalt and aluminum, because "demand for 
cement, derived for the most part from demand for public 
and private construction, is not highly elastic with regard 
[**34] to price and would not be very sensitive to small 
price changes." The study did note that individual mills 
may be closed in the years ahead, but observed that these 
plants were obsolete both from a cost and pollution point 
of view. Petitioners have not challenged these findings 
here. The Administrator has obviously given some 
consideration to economic costs. 

50 FINANCIAL IMPACT, supra note 40, at 42. 

2. Two questions related to economic considerations 
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remain: (1) the possible effect of the standards on the 
future building of wet-process plants generally, and the 
use of electrostatic precipitators as a control device; and 
(2) possible unfair discrimination between standards set 
for cement plants, and those set for power plants and 
incinerators. 

As appears from our examination of technological 
feasibility, in Part IV of this opinion, a substantial 
question arises as to whether either wet process plants, or 
any process using electrostatic precipitators, will be able 
to achieve mandated pollution control. [**35] The HEW 
Atmospheric Emissions Study, relied on by EPA, 
reported that as of 1967 there were 110 wet process and 
69 dry process plants in the United States, and that they 
were "expected to increase at a comparable rate." 51 As to 
exclusion of electrostatic precipitators, the record shows 
that they are a cheaper technology than fabric filters. 
Since remand is required for other reasons, as appear 
from Part IV, we confine our analysis at this jtmcture to a 
declaration that on remand the Administrator should 
consider, as a matter of economic costs, contentions and 
presentations submitting that the standard as adopted 
unduly precludes supply of cement, including whether it 
is unduly preclusive as to certain qualities, areas, or 
low-cost supplies. 

51 KREICHELT, T. E., KEMNITZ, D. A., AND 
CUFFE, S. T., ATMOSPHERIC EMISSIONS 
FROM THE MANUFACTURE OF PORTLAND 
CEMENT, U.S. Dept. HEW, PHS, National 
Center for Air Pollution Control, PHS Publication 
No. 999-AP-17 (1967) (hereinafter 
ATMOSPHERIC EMISSIONS), at 6. 

3. Petitioners [**36] also challenge the cement 
standards as unfair in light of lower standards mandated 
for fossil-fuel-fired steam generating power plants and 
incinerators. 52 They claim that while the cement 
standard, as expressed in grains of particulates allowed 
per standard cubic foot of gas (g/scf), requires a reduction 
to.03, 53 power plants are permitted to reach.l2 and 
incinerators to be at.lO. Also opacity standards differ, 
with no opacity standard set for incinerators, and with a 
20% requirement for power plants (with 40% opacity 
permitted for not more than 2 minutes in any hour). 

52 These standards were proposed jointly with 
those of portland cement, 36 Fed Reg. 15704 
(1971), and were adopted at the same time, 36 
Fed Reg. 24876 (1971). The standards for fossil 

fuel steam generators are challenged in appeal to 
this court in Appalachian Power Co. v. EPA, 158 
US. App. D.C. 360, 486 F.2d 427 (1973). 
53 The promulgated standards for cement, 
expressed in particulate levels measured against 
pounds per ton of feed to the kiln, are convertible, 
for purposes of comparison, into grains of 
particulates per standard cubic foot of gas. 

[**37] First, we identify petitioner's mistake in 
making a comparison of the proposed standards, whereas 
the standards as finally adopted permitted pollution 
standards of only.08 for incinerators and.lO for power 
plants, compared with.03 for cement plants. 

EPA, in response to comments from petitioners on 
this issue of discrepancy, stated in its supplemental 
statement in March 1972: "The difference between the 
particulate standard for cement plants and those for steam 
generators and incinerators is attributable to the superior 
technology available therefor (that is, fabric filter 
technology has not [*389] been applied to coal-fired 
steam generators or incinerators)." 54 

54 37 Fed Reg. 5767 (1972). We also note that 
EPA disagreed with petitioners as to the relevant 
numbers to compare. EPA stated that the power 
plant standard was "0.06 grains per standard cubic 
foot at normal excess air rates", and that the 
incinerator standard, while.08 "corrected to 12 
percent carbon dioxide", was.05 "uncorrected, at 
normal conditions of7.5 percent carbon dioxide." 

[**38] This statement seems to be supported by the 
Background Document. 55 It suggests that there has 
indeed been a difference in the extent of application of 
fabric filter technology to cement plants, on the one hand, 
and power plants and incinerators on the other, although 
we are not informed by the Administrator as to what 
characteristics of the concerned industries might account 
for such differences. 

55 The August 1971 Background Document was 
used to support the incinerator and power plant 
standards, as well as cement standards. The 
statement is subject to the amplification (JA 29) 
that fabric filters "are scheduled to be installed" at 
a power station, though "no full scale fabric filters 
have been demonstrated on coal fired steam 
generators." As to 1mmicipal incinerators, the 
Document refers to a "small Swiss unit" with a 
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fabric filter tested with European sampling 
procedures, to lower emission in a "small pilot 
installation" operated by Pasadena in 1960, and to 
incinerators (over 50 tons per day) equipped with 
baghouses that "will be put into service in late 
1971 in the United States and Switzerland." (JA at 
40, 41). If the same technology is now available 
and in use for incinerators, steam power plants 
and cement plants, the Administrator on remand 
may wish to offer some further explanation of the 
difference in standards set simultaneously for the 
three industries. 

[**39] This March 1972 statement of the 
Administrator was made in response to comments of the 
cement producers, and was not offered as justification for 
the cement standards, which were based solely on 
emission control available to that industry. Petitioners did 
not identify this part of the March 1972 supplemental 
statement as troublesome when they sought a remand 
from this court on other points. However, this is more a 
matter of atmosphere than dispositive ruling, for if the 
producers now gave significant indication that they had 
been dealt with unfairly or invalidly we could doubtless 
find a procedural path for consideration. 

The core of our response to petitioners is that the 
Administrator is not required to present affinnative 
justifications for different standards in different 
industries. Inter-industry comparisons of this kind are not 
generally required, or even productive; and they were not 
contemplated by Congress in this Act. The essential 
question is whether the mandated standards can be met 
by a particular industry for which they are set, and this 
can typically be decided on the basis of information 
concerning that industry alone. This is not to say that 
evidence collected [**40] about the functioning of 
emission devices in one industry may not have 
implications for another. Certainly such information may 
bear on technological capability. But there is no 
requirement of uniformity of specific standards for all 
industries. The Administrator applied the same general 
approach, of ascertaining for each industry what was 
feasible in that industry. It would be unmanageable if, in 
reviewing the cement standards, the court should have to 
consider whether or not there was a mistake in the 
incinerator standard, with all the differences in parties, 
practice, industry procedures, and record for decision. Of 
course, the standard for another industry can be attacked, 
as too generous, and hence arbitrary or unsupported on 

the record, by those concerned with excessive pollution 
by that industry. There is, therefore, an avenue of judicial 
review and correction if the agency does not proceed in 
good faith to implement its general approach. But this is 
different from the supposition that a claim to the same 
specific treatment can be advanced [*390] by one who 
is in neither the same nor a competitive industry. 

There is, of course, a significant and proper scope for 
inter-industry [**41] comparison in the case of industries 
producing substitute or alternative products. This bears 
on the issue of "economic cost". But this comparison was 
utilized in arriving at the agency decision, and no 
contention is raised in this court that such 
competitive-industry impact was either ignored or 
assessed invalidly. 

IV. ACHIEVABILITY OF EMISSION STANDARD 

Section 111 of the Act requires "the degree of 
emission limitation achievable [which] . . . the 
Administrator determines has been adequately 
demonstrated." Petitioners contend that the promulgated 
standard for new stationary sources has not been 
"adequately demonstrated", raising issues as to the 
interpretation to be given to this requirement, the 
procedures followed by the agency in arriving at its 
standard, and the scientific evidence upon which it was 
formulated. An examination of these questions requires a 
brief description of the process used to manufacture 
portland cement and the devices presently employed to 
control emissions. 

A. Present types of Emission Control in the 
Manufacture of Portland Cement 

In the manufacturing process for portland cement, 56 

the principal ingredients, limestone and clay, are 
combined, [**42] after having been reduced to a 
powdery fineness, to make a substance known as raw 
feed. The powdered limestone and clay are mixed by 
either the wet process or the dry process. In the wet 
process, water is added to the limestone and clay to make 
a slurry, which is then introduced into a kiln. In the dry 
process, the two substances are mixed mechanically and 
by use of air before the mix is introduced into a kiln. 

56 The following description of the 
manufacturing process is based on 
ATMOSPHERIC EMISSIONS, supra note 51, 
and the Affidavit of Ralph H. Striker, a 
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professional engineer, sworn on June 9, 1972. 
C.R., Tab IX, at 1. Striker described his 
background as follows: 

Since 1938 I have been engaged 
in various process phases of the 
cement industry; my professional 
specialty is the chemistry of 
portland cement manufacture, 
including process design and 
related instrumentation control. 
Within the scope of my specialty is 
the chemical processes occurring 
in the manufacture of portland 
cement and emissions and gas 
emanating therefrom. Presently I 
am Vice President of Bendy 
Engineering Company, St. Louis, 
Missouri, where I have participated 
in the design from a basic process 
standpoint of not less than ten kilns 
in the last ten years. 

[**43] Raw feed is introduced to the kiln at ambient 
air temperature and is then heated to a temperature of 
about 2700 degrees Fahrenheit, produced within the kiln 
by the use of various fuels. The emission standards under 
challenge here relate solely to the control of particulate 
matter produced by the kiln operation. 

The kiln operation involves the chemical process 
known as calcining limestone; carbon dioxide is driven 
from the limestone, converting calcium carbonate 
(CaC0[3]) into calcium oxide (CaO), (CaC0[3] yields 
C0[2] + CaO). The calcium oxide later combines with 
the clay to fonn a substance known as "clinker", the basic 
component of cement. The calcination process produces 
gases and dust as by-products. The particulate matter is 
suspended in the hot exhaust gas and the various types of 
emission control devices remove this matter from the gas, 
before it is emitted into the atmosphere through a stack. 

The two types of equipment principally used in 
removing particulate matter from the exhaust gas are 
electrostatic precipitators and glass fabric bags, 
impregnated with graphite, located in a "bag house." 
When the precipitator is used, dust particles are charged 
and pass through [**44] an electrical field of the 
opposite charge, thus causing the dust to be precipitated 

out of the exhaust gas and thereafter collected by the 
device. When glass fabric bags are used, the exhaust 
[*391] gas is cooled, sometimes by a water spray, so that 
the bags will operate without damage from excessive 
heat. The bag filters out the particulate dust, though 
sometimes the coolant combines with the dust to fonn a 
gummy substance as residue in the bags, which must be 
continuously cleaned out in order to avoid impairing the 
permeability of the bag. 

It is the ability of control devices such as 
precipitators and bags to separate out a sufficient amount 
of particulate from the exhaust -- in accord with the 
proposed standards -- which is under challenge by the 
manufacturers. The standard requires that the particulate 
matter emitted from portland cement plants not be "in 
excess of0.30 lb. per ton of feed to the kiln ... maximum 
2-hour average". 

B. Technology Available For New Plants 

We begin by rejecting the suggestion of the cement 
manufacturers that the Act's requirement that emission 
limitations be "adequately demonstrated" necessarily 
implies that any cement plant now in [**45] existence be 
able to meet the proposed standards. Section 111 looks 
toward what may fairly be projected for the regulated 
future, rather than the state of the art at present, since it is 
addressed to standards for new plants -- old stationary 
source pollution being controlled through other 
regulatory authority. 57 It is the "achievability" of the 
proposed standard that is in issue. 

57 Under§§ 109-110, 42 USC. §§ 1857c-4, 5, 
of the Clean Air Act the Administrator sets 
national primary and secondary ambient air 
standards relating to required air quality for each 
air pollutant. States must draw up a plan to 
comply with such standards, which in tum must 
be approved by EPA. These ambient air standards 
relate to pollution from any source, whether it be 
old or new, stationary or moving, but specific new 
or modified stationary sources are only regulated 
directly under § 111. 

The language in section 111 was the result of a 
Conference Committee compromise, and did not 
incorporate the [**46] language of either the House or 
Senate bills. 58 The House bill would have provided that 
"the Secretary . . . [give] appropriate consideration to 
technological and economic feasibility", while the Senate 
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would have required that standards reflect "the greatest 
degree of emission control which the Secretary 
determines to be achievable through application of the 
latest available control technology, processes, operating 
methods, or other alternatives." 

58 The Conference Committee considered 
S.4358, 91st Cong., 2d Sess., 113 (1970) and H.R. 
17255, 91st Cong., 2d Sess. sec. 112 (1970). The 
Report of the Conference does not discuss the 
language finally adopted, H. REP. No. 91-1783, 
91st Cong., 2d Sess. 9, 45 (1970). 

The Senate Report made clear that it did not intend 
that the technology "must be in actual routine use 
somewhere." 59 The essential question was rather 
whether the technology would be available for 
installation in new plants. The House Report also refers 
to "available" technology. Its caution that [**47] "in 
order to be considered 'available' the technology may not 
be one which constitutes a purely theoretical or 
experimental means of preventing or controlling air 
pollution" 60 merely reflects the final language adopted, 
that it must be "adequately demonstrated" that there will 
be "available technology". 

59 S. REP. No. 9-1196, 91st Cong., 2d Sess. 16 
(1970). 
60 H. REP. No. 91-1146, 91st Cong., 2d Sess. 
10 (1970). 

The resultant standard is analogous to the one 
examined in International Harvester, supra. The 
Administrator may make a projection based on existing 
technology, though that projection is subject to the 
restraints of reasonableness and cannot be based on 
"crystal ball" inquiry. 478 F.2d at 629. As there, the 
question of availability is partially dependent on "lead 
time", the time in which the technology will have to be 
available. Since the standards here put [*392] into effect 
will control new plants immediately, as opposed to one or 
two years in the future, the latitude [**48] of projection 
is correspondingly narrowed. If actual tests are not relied 
on, but instead a prediction is made, "its validity as 
applied to this case rests on the reliability of [the] 
prediction and the nature of [the] assumptions." 
International Harvester at 45. 

C. Right to Comment on EPA Methodology 

We find a critical defect in the decision-making 

process in arriving at the standard under review in the 
initial inability of petitioners to obtain-- in timely fashion 
-- the test results and procedures used on existing plants 
which formed a partial basis for the emission control 
level adopted, and in the subsequent seeming refusal of 
the agency to respond to what seem to be legitimate 
problems with the methodology of these tests. 

1. Unavailability of Test Methodology 

The regulations under review were first proposed on 
August 3, 1971 and then adopted on December 16, 1971. 
Both the proposed and adopted rule cited certain portland 
cement testing as forming a basis for the standards. In the 
statements accompanying the proposed rule, the 
Administrator stated: 61 

The standards of performance set forth 
herein are based on stationary source 
testing conducted [**49] by the 
Environmental Protection Agency and/or 
contractors .... 

61 36 Fed. Reg. 15704 (1971). 

On December 16, this test reliance was reiterated: 62 

The standards of performance are based 
on stationary source testing conducted by 
the Environmental Protection Agency 
and/or contractors .... 

62 36 Fed. Reg. 24876 (1971). 

As indicated in the earlier statement of the case, the 
proposed standard was accompanied by a Background 
Document which disclosed some information about the 
tests, but did not identify the location or methodology 
used in the one successful test conducted on a 
dry-process kiln. Further indication was given to 
petitioners that the Administrator was relying on the tests 
referred to in the Background Document, when the 
statement of reasons accompanying the adopted [**50] 
standard were expanded in mid-March of 1972, in the 
supplemental statement filed while this case was pending 
on appeal to our court. The Administrator there stated: 63 
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The proposed standard was based 
principally on particulate levels achieved 
at a kiln controlled by a fabric filter. 

For the first time, however, another set of tests was 
referred to, as follows: 

After proposal [of the regulation], but 
prior to promulgation a second kiln 
controlled by a fabric filter was tested and 
found to have particulate emissions in 
excess of the proposed standard. However, 
based on the revised particulate test 
method, the second installation showed 
particulate emissions to be less than 0.3 
pound per ton of kiln feed. 

63 37 Fed. Reg. 5767 (1972). 

These two testing programs were referred to in the 
March 1972 supplemental statement, but the details, aside 
from a summary of test results, were not made available 
to petitioners until mid-April 1972. At that time, it was 
revealed [**51] that the first set of tests was conducted 
April29-30, 1971, by a contractor for EPA, at the Dragon 
Cement Plant, a dry process plant in Northampton, 
Pennsylvania, and that the second set was performed at 
the Oregon Portland Cement plant, at Lake Oswego, 
Oregon, a wet process plant, on October 7 and 8, 1971. 
The full disclosure of the methodology followed in these 
tests raised certain problems, in the view of petitioners, 
on which they had not yet had the opportunity to 
comment. Their original connnents in the period between 
[*393] the proposal and promulgation of the regulation 
could only respond to the brief summary of the results of 
the tests that had been disclosed at that time. 

After intervenor Northwestern States Portland 
Cement Company received the detailed test information 
in mid-April 1972, it submitted the test data, for analysis 
of reliability and accuracy, to Ralph H. Striker, an 
engineer experienced in the design of emission control 
systems 64 for portland cement plants. He concluded that 
the first series of tests run at the Dragon Cement 
Company were "grossly erroneous" due to inaccurate 
sampling techniques to measure particulate matter. 65 

Northwestern States [**52] then moved this Court to 
remand the record to EPA so that the agency might 

consider the additional comments on the tests. This 
motion was granted on October 31, 1972. 66 This action 
by the Court was based on "the flexibility and capacity of 
reexamination that is rooted in the administrative 
process". International Harvester, 478 F.2d at 632. We 
considered this opportunity to make further connnents 
necessary to sound execution of our judicial review 
function. 67 

64 See note 56 supra. 
65 C.R. Tab IX, Striker Affidavit at 2. 
66 A motion of similar effect was granted as to 
petitioner-intervenor Medusa Corp., to make 
additional presentations to the agency, on June 23, 
1972. 
67 Written comments were submitted as 
requested, and as required by the AP A § 4( c), 5 
US.C. § 553(c). Obviously a prerequisite to the 
ability to make meaningful connnent is to know 
the basis upon which the rule is proposed. 

We are aware that EPA was required to issue its 
standards [**53] within 90 days of the issuance of the 
proposed regulation, and that this time might not have 
sufficed to make an adequate compilation of the data 
from the initial tests, or to fully describe the methodology 
employed. This was more likely as to the second tests, 
which were begun during the pendency of the proposed 
regulation. In contrast, more than three months 
intervened between the conduct of the first tests and the 
issuance of the proposed regulation. Even as to the 
second tests however, as we indicated in International 
Harvester, which involved the issue of the availability of 
the Technical Appendix upon which the auto emission 
suspension decision was based, the fact that the agency 
chose to perform additional tests and release the results 
indicates that it did not believe possible agency 
consideration was frozen. Slip opin. at 26. It is not 
consonant with the purpose of a rule-making proceeding 
to promulgate rules on the basis of inadequate data, or on 
data that, critical degree, is known only to the agency. 

2. The EPA response to the Remand 

In this case, EPA made no written submission as to 
the additional comments made by petitioners. Our 
remand was ordered, as [**54] to Northwestern, on 
October 31, 1972. All that EPA did was to comply with 
the mandate that the analysis of Mr. Striker be added to 
the certified record. It may be that EPA considers Mr. 
Striker's analysis invalid -- but we have no way of 
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knowing this. As the record stands, all we have is Mr. 
Striker's repudiation of the test data, without response. 
The purpose of our prior remand cannot be realized 
unless we hear EPA's response to his comments, and the 
record must be remanded again, for that purpose. 

We are not establishing any broad principle that EPA 
must respond to every comment made by manufacturers 
on the validity of its standards or the methodology and 
scientific basis for their formulation. In the case of the 
Striker presentation, however, our prior remand reflects 
this court's view of the significance, or at least potential 
significance, of this presentation. If this were a private 
lawsuit, we might reverse the order under appeal for 
failure of its proponent to meet the burden of refutation or 
explanation. Since this is a matter involving the public 
interest, in which [*394] the court and agency are in a 
kind of partnership relationship for the purpose of 
effectuating [**55] the legislative mandate, we remand. 
This agency, particularly when its decisions can literally 
mean survival of persons or property, has a continuing 
duty to take a "hard look" at the problems involved in its 
regulatory task, and that includes an obligation to 
comment on matters identified as potentially significant 
by the court order remanding for further presentation. 
Manufacturers' comments must be significant enough to 
step over a threshold requirement of materiality before 
any lack of agency response or consideration becomes of 
concern. The comment cannot merely state that a 
particular mistake was made in a sampling operation; it 
must show why the mistake was of possible significance 
in the results of the test. This was certainly done by Mr. 
Striker, who on the basis of some extensive mathematical 
calculations stated: 

It is my personal opmwn that the 
particulate matter emissions of.202 pounds 
in test 1 per ton of kiln feed reported in the 
summary sheet on Page vii and again on 
Page 6 of Exhibit 4-A is grossly 
erroneous, and that the correct emission of 
particulate matter is in the neighborhood 
of.404 pounds per ton of kiln feed. 

In order that rule-making [**56] proceedings to 
detennine standards be conducted in orderly fashion, 
information should generally be disclosed as to the basis 
of a proposed rule at the time of issuance. If this is not 
feasible, as in case of statutory time constraints, 

information that is material to the subject at hand should 
be disclosed as it becomes available, and comments 
received, even though subsequent to issuance of the rule 
-- with court authorization, where necessary. This is not a 
requirement that the rule be suspended, though the court 
may consider an application for stay based on probability 
of success and furtherance of the public interest. Virginia 
Petroleum Jobbers v. F.P.C., 104 US. App. D.C. 106, 
259 F.2d 921 (1958). 

Conversely, challenges to standards must be limited 
to points made by petitioners in agency proceedings. To 
entertain comments made for the first time before this 
court would be destructive of a meaningful administrative 
process. 

There are claims made in this court which were not 
presented to EPA. For example, petitioner Portland 
Cement Association states in its brief, 68 in regard to the 
first set of tests at the Dragon Cement Plant: 

Mistakes and conditions [**57] 
occurred which prevented the test from 
using observed, measured values. 
Encrusted solids were thought to cause a 
high reading in Run 1 so lower readings 
from other tests were substituted. The area 
of a duct was calculated rather than 
measured due to the presence of deposits. 
And liquid from Run 3 was erroneously 
poured into a beaker from Run 2. 

From the reference supplied in petitioner's brief, we 
discern that this criticism of testing procedure was based 
upon data released on the testing after the 45 day period 
of cmmnent had passed, and so there was no opportunity 
at that time to bring this sampling error to the attention of 
the agency. However, our October 1972 remand gave 
EPA an opportunity, in its updating and ongoing 
reexamination, to make a specific comment on 
petitioner's objection to the Dragon plant test. Instead, 
only the connnent of Mr. Striker was presented. 

68 Portland Cement Association Brief at 17-18. 

Ordinarily, we would not consider connnents not 
presented to EPA. But here there [**58] was belated 
disclosure by EPA ofback-up testing, and remand will be 
necessary concerning the Striker criticism. Accordingly, 
we will provide that EPA should, on remand, consider the 
contentions presented in briefs to this court, though not 
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previously raised, tmless EPA explains why they are not 
[*395] material. It will be for EPA, on the remand, to 
examine the relevancy and import of petitioners' 
criticisms of the Administrator's methodology. 

3. Analysis of Support for Standards 

A troublesome aspect of this case is the identification 
of what, in fact, formed the basis for the standards 
promulgated by EPA -- a question that must be probed 
prior to consideration of whether the basis or bases for 
the standards is reliable. Nominally, there would seem to 
be three major bases for the rule and its standards: (1) the 
tests run on the dry-process Dragon Cement Plant, (2) the 
tests run on the wet-process Oregon Cement Plant, and 
(3) literature sources. The two tests were discussed by 
EPA in the supplemental statement issued subsequent to 
the issuance of the rule. As to literature sources, the 
Background Document issued with the proposed rule 
identifies as "a principal literature [**59] source" a 
govermnent study, undertaken under the auspices of 
HEW in 1967, entitled "Atmospheric Emissions from the 
Manufacture of Portland Cement". 

In the briefs to this Court, EPA counsel disclaim 
reliance on these three sources, despite statements 
directly to the contrary accompanying the proposed and 
promulgated rule, and the supplementary statement of 
reasons issued on the basis of Kennecott. 

In regard to the tests, the EPA brief states: 69 

Since the tests conducted by EPA were 
used, along with other items, to assist in 
determining what emission levels were 
being achieved by properly maintained 
and operated control equipment, and were 
not used as the primary basis for the 
cement standards, petitioner's criticisms of 
such tests and testing procedures are 
irrelevant. (emphasis supplied) 

The brief further states that the HEW study "was not 
relied upon to support the achievability of the cement 
standards". 70 

69 Brief at 21-22. 
70 /d. at 19. 

Counsel on appeal [**60] cannot substitute new 
reasons for those offered by the agency. 71 Certainly, 

counsel cannot disclaim reliance on reasons offered by 
the agency in its statement of reasons, except in the sense 
that errors may be asserted to fall within the limited 
"harmless error" doctrine applicable to administrative 
agencies. 

71 Burlington Truck Lines v. United States, 3 71 
US. 156, 168-9, 9 L. Ed. 2d 207, 83 S. Ct. 239 
(1962); International Harvester, supra, slip op. at 
25; Braniff Airwcrys, Inc. v. CAB, 126 US. App. 
D.C. 399, 411, 379 F.2d 453, 465 (1967). 

We tum now to the specific technical problems 
raised by the cement manufacturers. 

a. Dragon Cement Plant tests 72 

72 A description and analysis of these tests is in 
the Certified Record, Tab V (i). Emission Testing 
Report, ETB Test Number 71-MM-05. Emissions 
from Dry Process Cement Kiln at Dragon Cement 
Company, Northampton, Pennsylvania. 
Environmental Protection Agency, Office of Air 
Programs. 

[**61] Two kilns were tested by the EPA contractor 
at the Dragon Cement Plant. 73 A test of a dry-process 
kiln controlled with a baghouse is used for support of the 
standard since testing "showed particulate emissions of 
0.20 pound per ton of feed, which is below the proposed 
standard." 74 This particular plant was selected for testing 
on the [*396] basis that it was reportedly one of the 12 
best controlled plants in the United States. 

73 The Background Document indicates that two 
wet process kilns controlled by electrostatic 
precipitators were unable to meet the proposed 
standards, and they are not relied upon here. We 
are not supplied with an identification of the 
plant(s) where these tests were performed. The 
Background Document states that four kilns were 
tested but that "results of only three tests were 
available at the time the standards were proposed" 
and also discloses that the missing test was 
performed upon a dry process kiln. JA at 47-48. 
We are uncertain whether this fourth kiln was one 
of the two tested at the Dragon Plant or was 
located at still another plant. 
74 /d. at 48. 

[**62] The first point raised by petitioner, and 
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included in the comments by cement manufacturers 
presented to the agency on its proposed standard, 75 was 
that a single test offered a weak basis for inferring that all 
new cement plants would be able to meet the proposed 
standards. As we stated in International Harvester, supra, 
478 F.2d at 647, "It would ... seem incumbent on the 
Administrator to estimate the possible degree of error 
[inherent] in his prediction." The significance of the lack 
of any indication of statistical reliability was underscored 
by T. E. Kreichelt, the author of the HEW study relied 
upon by the Administrator, in a letter, by way of 
comment, on the proposed standard. 76 He stated that "the 
emission limit was based on one (1) test, i.e. the fabric 
filter test. ... I do not believe that the emission limits 
should be selected on only four tests, much less one test." 

75 See Comments in C.R. Tab VIII, items 10 
(Portland Cement Association), 14 (General 
Portland Cement Company), 20 (Ideal Basic 
Industries, Inc.). 
76 Letter of Thomas E. Kreichelt, C.R. Tab VIII, 
item 27, at 2. 

[**63] Mr. Kreichelt raised a second and related 
point addressed to the reliability of a prediction based on 
a successful dry-process plant, for a prediction that 
wet-process plants would be able to also meet the 
standard. He stated in this regard: 77 

Another outcome of basing em1ss10n 
limits on insufficient data is that the limit 
may represent only part of a given 
industrial classification. For example, is 
0.30 lb/ton of feed attainable only for 
dry-process kilns? Or is it also attainable 
for wet-process kilns? Probably both, but 
there is not even one test to substantiate 
the limit for wet-process kilns. For each 
variation of each process of each source 
classification, the number of tests required 
should be sufficient (say, three tests within 
the limit) to result in statistically sound 
limits. 

77 /d. 

We are not here considering a regulation that was 
issued in the contemplation that all new cement plants 
will be dry-process, and controlled by baghouses on the 

theory that this is the "best [**64] system" of emission 
control. Possibly such an approach would be feasible, but 
in any event it would require underlying reasons, by 
EPA, to terminate the process which the HEW had 
identified as major now and in future projection. 78 

78 See ATMOSPHERIC EMISSIONS, supra 
note 51, at 6-7. 

A second objection is to the teclmiques used by the 
EPA to measure emissions from the Dragon plant. 

These "sampling" teclmiques assume particular 
importance if they deviate from procedures, outlined by 
regulation, for ascertaining compliance with prescribed 
standards. Although this difference could be eliminated -
as the Administrator attempted to do in International 
Harvester -- by rewriting "sampling" teclmiques, rather 
than lowering standards, a significant difference between 
teclmiques used by the agency in arriving at standards, 
and requirements presently prescribed for determining 
compliance with standards, raises serious questions about 
the validity of the standard. 79 

79 "Sampling" teclmiques were modified by 
EPA between the date of the proposed rule and 
the promulgated rule in this case. The EPA stated 
in adopting the rule here under review, 36 Fed. 
Reg. 24876 (1971), at para. 1: 

Particulate matter performance 
testing procedures have been 
revised to eliminate the 
requirement for impinges in the 
sampling train. Compliance will be 
based only on material collected in 
the dry filter and the probe 
preceding the filter. 

We speak here of inconsistencies between the 
revised standards and the tests performed on 
which the standards were based. 

[**65] [*397] The cement manufacturers point, in 
this regard, to the absence of continuous sampling in the 
EPA data, since the "longest elapsed time of any 
sampling episode was 30 minutes", 80 whereas under the 
regulations promulgated, conformity is to be measured on 
the basis of maximum 2-hour averages. 81 It is incumbent 
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on the Administrator to explain the discrepancy. 

80 This claim is made on the basis of inspection 
of the full report of the EPA contractor. See C.R. 
Tab V (i), App. E, at 41. 
81 § 60.62 (a) (1), 36 Fed. Reg. 24876 (1971). 

The second point raises the question, on the basis of 
a handwritten note made by the EPA contractor, as to 
whether the tested plant was operating at maximum 
performance during testing. The contractor had noted, 
"Baghouse is undersize and production is held back due 
to this." 82 Compliance tests under the regulation require, 
however, that "All performance tests shall be conducted 
while the affected facility is operating at or above the 
maximum [**66] production rate .... " 83 

82 C.R. Tab V (i), App. B, at 22. This notation 
was made on a fonn which required, in part, a 
"description of any unusual features about 
enviromnent; height; odors; toxic conditions, 
temperature, dust, etc. 
83 § 60.64 (b), 36 Fed. Reg. 24876 (1971). 

Thirdly, petitioner contends that mistakes made in 
the measurement process prevented the test from using 
observed, measured values. As previously noted, 
encrusted solids can collect in the bag, and must be 
constantly cleaned out if the baghouses are to operate 
with efficiency. In one of the nms conducted, the 
presence of the solids in the bag were thought to cause a 
high reading, so lower readings from other test runs were 
substituted. On another run, the liquid, which was to be 
the basis for a measurement of particulate concentration, 
was erroneously poured into a beaker from a previous 
nm. 84 However, deviations from prescribed 
measurement techniques are not necessarily significant as 
to testing results, and [**67] if petitioners press this 
point on remand they must establish that such test 
deviations bear significant consequences. 

84 C.R. Tab V (i), at 7. 

Finally, engineer Striker claims significant errors of 
measurement were made in determining the measurement 
of the cubic feet of stack gas per minute, and a resulting 
understatement of the true volume of calcining carbon 
dioxide included in total stack gas. He states that 
commonly "35% (plus or minus 1 %) of raw feed is 
converted into carbon dioxide in the burning process." ss 
He then notes that an accurate measure of raw feed is the 

volume of calcining carbon dioxide 86 appearing in stack 
gas, which in turn depends on an accurate measurement 
of the volume of stack gas. His own calculations, based 
on EPA data showing a stack flow rate of 51, 187 cubic 
feet per minute of dry gas, indicate that there were 2153 
cubic feet per hour of stack gas in the test attributable to 
calcining carbon dioxide coming from the raw feed and 
that "as a matter of basic chemistry" 2153 cubic [**68] 
feet of calcining carbon dioxide "comes only from 22.11 
tons of raw feed." 87 This was at variance from the kiln 
rate of 44.03 tons of raw feed per hour reported in the 
test. He concludes that the error lay not in the 
measurement of the raw feed, but in the test data reported 
on the stack gas volume-- flow rate of51,187 --which in 
his judgment requires more sophisticated equipment for 
recording than does the raw feed which is easily 
measurable. Having corrected the stack gas figure, he 
states his opinion that the EPA assumption of emissions 
satisfying [*398] its ultimate 0.30 standard was in error. 
88 He concluded: 

It is my personal opmwn that the 
particulate matter emissions of.202 pounds 
in test 1 per ton of kiln feed reported ... is 
grossly erroneous and that the correct 
emission of particulate matter is in the 
neighborhood of.404 pounds per ton of 
kiln feed. 

We are not competent to decide if Mr. Striker's 
methodology and conclusions are correct. We can note, 
however, that he claims that as a matter of "basic 
chemistry" two test values, for feed and gas volume, 
cannot co-exist. This is certainly the type of criticism 
EPA should be required to discuss [**69] on remand. 

85 C.R. Tab IX, at 3. 
86 The term calcining carbon dioxide is used to 
distinguish it from the carbon dioxide that is the 
result of burning fuel in the kiln. 
87 C.R. Tab IX, at 4. 
88 /d. at 2. 

b. Oregon Portland Cement Plant tests 89 

89 A description and analysis of these tests is in 
the Certified Record, Tab V (h), Emission Testing 
Report, ETB Test Number 71-MM-15. Emissions 
from Wet Process Kiln at Oregon Portland 
Cement, Lake Oswego, Oregon. Enviromnental 
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Protection Agency, Office of Air Programs. 

The Oregon plant was wet-process controlled by a 
baghouse. Three tests were made on the kiln operation. 
The brief of petitioner Portland refers to the test results of 
the EPA contractor, and points out that these show that in 
test 1 and 2, particulate emissions were.535 and.361 
pounds per ton of kiln [**70] feed. Only in the third test 
was there a result of.291 pounds. Petitioners argue that 
when only one out of the three tests meet the EPA 
standards (0.3 percent), the data undercut the validity of 
the standard. EPA's brief did not address itself to this 
point, relying instead on its general expertise. If our study 
of the matter is accurate, it appears that petitioners failed 
to take into account that the standard, as promulgated, 
eliminated one of the sampling techniques required by the 
standard as proposed. This undercuts petitioner's 
contention. 90 

90 C.R. Tab V (h) at 5. Curiously EPA did not 
make the point that the test results 
of.535,.361,.291, showing only 1 out of 3 
successful tests, were based on "total catch". This 
means that the results reflected readings based on 
probe, filter and impinger sampling techniques. 
As we observed however, note 79 supra, the 
adopted standard was based only on probe and 
filter sampling techniques. The Oregon test gave 
these results for tests conducted on that 
basis:.247,.309,.261, which shows two successful 
tests and one almost successful. C.R. Tab V (h), at 
4-5. 

[**71] A more serious matter is presented by 
intervenor Northwestern, which points to the fact that the 
EPA contractor's report indicates that sampling was not 
conducted when "process operation was interrupted" and 
that sampling was only conducted during the periods of 
"normal operation". The report states: 

Several conditions contributing to these 
interruptions were: (1) excessive pressure 
drop across bag house, (2) visible 
emissions from leaking bags, and (3) 
breakdown of dust removal equipment. 
(C.R. Tab V (h) at 9). 

The concern of the manufacturers is that "start-up" and 
"upset" conditions, due to plant or emission device 
malfunction, is an inescapable aspect of industrial life, 

and that allowance must be made for such factors in the 
standards that are promulgated. On August 18, 1972, 
some eight months after the issuance of the standards 
under review, and prior to our October, 1972 remand, the 
EPA proposed a new regulation to take "startup, 
shutdown and malfunction" problems into effect. 91 The 
proposed [*399] regulation, which as yet has not been 
adopted, sets up a procedure by which emissions due to 
malfunction will not be the basis of an enforcement 
action. [**72] It requires reports from manufacturers in 
cases where emissions exceed standards, recording the 
"violation" and indicating what measures will be taken to 
correct or minimize the excess emission levels. The 
proposed regulation provides: 92 

(f) Nothing in this section shall relieve a 
source from compliance with the standards 
set forth in this part unless the 
Administrator determines that ( 1) the 
occurrence in question did not result from 
the failure by the owner or operator of the 
source to operate and maintain properly 
the affected facility, (2) all reasonable 
steps were taken to correct, as 
expeditiously as practicable, the condition 
causing the emissions to exceed the 
standards, including the use of off-shift 
labor and overtime if necessary, and (3) all 
reasonable steps were taken to minimize 
the emissions resulting from the 
occurrence. 

91 37 Fed. Reg. 17214 (August 18, 1972). EPA 
admitted in its introduction to the proposed 
regulation that the standards here under review 
did not take into account this problem. EPA 
attempted to obviate the implicit criticism by 
stating in its proposal: 

Such occurrences generally are 
dealt with by the exercise of 
discretion in the Agency's 
enforcement activities. The 
exercise of this discretion would 
have been accomplished by means 
of an informal process, in which, 
before the Agency took 
enforcement action, sources that 
had exceeded the standards would 
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[**73] 

have attempted to demonstrate to 
the Agency that such excess 
emissions had been unavoidable. 

Broadly read, however, this view of enforcement 
discretion would defer the question of "available" 
technology to the enforcement stage, an approach 
not contemplated by section 111. Companies must 
be on notice as to what will constitute a violation. 
Moreover, an excessively broad theory of 
enforcement discretion might endanger securing 
compliance with promulgated standards. 

We do agree, however, with the policy 
reasons offered by EPA for moving from an 
informal to a formal system of regulation. EPA's 
explanation of its regulation stated: 

92 /d. 

Three fundamental reasons 
suggested the correctness of this 
determination. First, the existence 
of a formal process better informs 
the public of the policy and factual 
issues which will underlie 
enforcement of the standards. 
Second, affected industries which 
are making good faith efforts to 
meet the standards will on the 
whole welcome a regularized 
means of informing the Agency in 
detail of the circumstances 
surrounding unavoidable 
emissions. Third, the Agency 
expects to benefit substantially 
from the information it will gain 
about the operation of the 
processes in question, for both 
future enforcement and standard 
setting. 

The proposed regulation, if adopted, may have 
consequences which go beyond mere provision for 
malfunctions. In some sense it imparts a construction of 
"reasonableness" to the standards as a whole and adopts a 
more flexible system of regulation than can be had by a 
system devoid of "give." As we noted in International 
Harvester, supra, a regulatory system which allows 

flexibility, and a lessening of firm proscriptions in a 
proper case, can lend strength to the system as a whole. 
"The limited safety valve permits a more rigorous 
adherence to an effective regulation." 478 F.2d at 641, 
quoting from WAIT Radio v. FCC, 135 US. App. D. C. 
317, 323, 418 F.2d 1153, 1159. 

If the EPA adopts, or intends to adopt, this proposed 
regulation, it may take the attendant flexibility into 
account, on remand, as pertinent to the manufacturers' 
objections, even though the new regulation has been 
proposed in a proceeding with a different docket number 
and caption. 

c. Literature Sources 

The principal source in the scientific literature used 
by EPA, [**74] HEW's "Atmospheric Emissions from 
the Manufacture of Portland Cement", 93 is called into 
question by petitioner on the ground that the test methods 
used to compile the results of the study were at odds with 
those used by EPA in its own tests. 94 While counsel for 
EPA disclaims reliance on the source, the study was cited 
in the EPA's Statement of Reasons, and EPA should 
address itself to this contention on remand. 

93 See note 51 supra. 
94 As to how results might be skewed by 
different sampling methods, see note 90 supra, 
and Comments of Mr. Kreichelt on the proposed 
rule, C.R. Tab VIII, item 27, at 2-5. 

[*400] In this connection, a connnent on the proper 
use of scientific literature may be in order. If such 
literature is relied upon, the agency should indicate which 
particular findings of that literature are significant. A 
generalized reference, to a work as a whole, will avail the 
agency little if a problem arises on judicial review. On 
remand, any findings in the literature that [**75] are 
relied on by EPA should be specifically indicated. The 
same procedure is contemplated here as for the test data 
not submitted to the manufacturers prior to promulgation 
of the rule, that there be opportunity for comment, and an 
explanation presenting the EPA position on any 
challenge. 95 

95 There is evidence in the record furnished by 
vendors of emission control devices but not relied 
upon by the EPA to support its standard that, with 
proper allowance for malfunction problems, the 
standards can be met. By way of comment to the 
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proposed rule, Mr. R. E. Frey, Vice President, 
Mikro Pul Co., stated in a letter of September 20, 
1971, C.R. Tab V (e), that: "A properly applied 
fabric filter (or bag house) will operate with no 
visible emission. Actual measured outlet loadings 
are almost always below 0.02 grains per cubic 
foot and often as low as 0.000 x grains per cubic 
foot." This would of course be below the 
required.03 grains per cubic foot standard, the 
converted measure of.30 lb. per ton of feed to the 
kiln. 

Three letters were inserted into the record 
following our June 1972 remand of this case, 
following the motion of intervenor Medusa Corp. 
Mr. Jack C. Thomas, Sales Manager of Rock 
Products Industry represented to Medusa that: 

"We can and will guarantee that 
our Lurgi Electrostatic Precipitator 
will limit the effluent to less than 
.30 lbs. per ton of feed to the kiln. 
However, we cannot guarantee to 
meet this collection efficiency 100 
per cent of the time. During kiln 
start-up and upset conditions and 
during possible malfunction, it is 
conceivable that the effluent would 
not be in compliance with the 
E.P.A. Code. 

Similar guarantees were offered by Rock Creek 
for fabric filter bags. 

Claims of capability to conform to the EPA 
standards were also in letters to Medusa -- though 
without mention of guarantees -- from Buell, 
Division of Envirotech Corp., and Kaiser 
Engineering. C.R. Tab X. 

These claims by the vendors could not be 
responded to by way of comment, since they were 
themselves produced as comment, and can be 
considered on remand. We note, however, that if 
vendor representations were to be a principal 
source of reliance by the agency, representations 
peculiarly subject to considerations of 
self-interest, more might be required than mere 
comments. See American Airlines v. CAB, 123 
US. App. D.C. 310, 318-319, 359 F.2d 624, 

632-33 (1966) (en bane), cert. denied, 385 US. 
843, 17 L. Ed. 2d 75, 87 S. Ct. 73 (1966). 
Compare International Harvester, supra, slip op. 
at 22. Also see Kennecott Copper supra, 149 US. 
App. D.C. at 235, 462 F.2d at 850: "There are 
contexts, however, contexts of fact, statutory 
framework and nature of action, in which the 
minimum requirements of the Administrative 
Procedure Act may not be sufficient." 

[**76] d. Opacity Standard 

Apart from the standard directly regulating 
particulate concentration, EPA has adopted an opacity 
standard which provides that there shall be no discharge 
of particulate matter from the kiln which is: 96 

Greater than 10 percent opacity, except 
that where the presence of uncombined 
water is the only reason for failure to meet 
the requirements for this subparagraph, 
such failure shall not be a violation of this 
section. 

Opacity is defined by the regulation as "the degree to 
which emissions reduce the transmission of light and 
obscure the view of an object in the background." 97 

96 § 60.62(a) (2), 36 Fed. Reg. 24876 (1971). 
97 !d. at§ 60.2(j). 

It may be, as EPA argues, that the opacity test is an 
important enforcement tool, 98 and that the results of an 
opacity test, which is nonnally perfonned at some 
distance from the plant by trained observers, offers a 
cheaper [*401] and faster method of determining 
compliance than enforcement [**77] of the particulate 
concentration standard. 99 However, it is one thing to use 
a method of testing to observe possible violations of a 
standard; it is another to constitute that method as the 
standard itself. If the opacity test is to be a standard, and 
if violations can result in enforcement actions without 
further testing, the standard must be consistent with the 
statute and congressional intent. 

98 See Cmmnent of State of Maryland to the 
proposed rule: "Such a prohibition is one of the 
most effective tools available to state and local 
regulatory authorities." C.R. Tab VIII, item 24. 
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99 Although the revised sampling methods of 
EPA may have lowered the cost of testing for 
compliance, National Gypsum Co. conunented to 
the agency on the proposed rule that "the cost of 
running a test by the proposed method on a single 
baghouse ranges in the neighborhood of $10,000 
to $15,000 .... "Tab VIII, item 6. 

The thrust of the manufacturers' comments to EPA, 
and repeated here, is that the opacity test is arbitrary 
[**78] -- that inspectors will be unable within any 
reasonable degree of accuracy to determine whether 
permitted opacity is 10%. 

The critical question is how accurate can opacity 
observations be. On this point we essentially have before 
us only the contentions of the parties. The manufacturers 
do point to a test conducted for the National Center for 
Air Pollution Control (U.S. Dept. H.E.W.), where six 
trained smoke inspectors evaluated a white training 
plume known to have 0% opacity. 100 All six inspectors 
rated the plume at more than 0% opacity and 3 evaluated 
it at more than 20%. A plume known to be at 20% 
opacity was rated higher than 20% by 5 of the 6 
inspectors (one rated it lower) and 2 of them rated it at 
almost 40%. Problems may also be posed for deciding 
when opacity is due to water content and when it is not. 
101 

100 See Optical Properties and Visual Effects of 
Smoke Stack Plumes, Pub. Health Serv. Pub. 
999-AP-30 (1967 National Tech. Info. Serv. PB 
174-705), at 28. 
101 Compare State v. Fry Roofing Co., 9 Ore. 
App. 189, 495 P.2d 751, 757-58 (1972). 

[**79] The difficulty is that this test has the thrust 
of indicating that opacity measurements are inherently 
inadequate, and does not seem to be probative of the 
manufacturer's quite different claim, namely, that it is at 
the low ranges that opacity tests become less reliable, and 
too unreliable to be a legal standard. 

On the other hand, EPA's brief does nothing more 
than point to the fact that many states have required that 
the plumes from stack emissions conform to a specified 
percentage of opacity. We note, however, that the opacity 
standard is at least 20% in the states cited, which 
corresponds to No. 1 on the Ringelman Smoke Chart. 102 

102 See Arizona Rules and Regulations for Air 

Pollution, 1 BNA State Air Laws Environ. Reptr. 
(BNA Air) 311:0502 ( 40% for visible emission); 
Arkansas Air Pollution Control Code, 1 BNA Air 
316:0504 (20% for new equipment used in a 
manufacturing process); California Health and 
Safety Code § 24242 (1967) (40% for aircraft 
discharge). Also see Connecticut Administrative 
Regs., 1 BNA Air 331.0513 (20% for visible 
emissions); Delaware Administrative Regs., 1 
BNA Air 336.0861 (20% for visible emissions). 

[**80] We think the HEW test adduced by 
petitioners, though not decisive, suffices to require 
further consideration and explanation by EPA on remand, 
and a showing on the record that 10% opacity 
measurements can be made within reasonable accuracy. 
103 

103 We think Congress anticipated, as in the 
National Traffic and Motor Vehicle Safety Act of 
1966, that the standards be "objective", 15 US. C. 
§ 1392(a), Otherwise "a manufacturer has no 
assurance that his own test results will be 
duplicated in tests conducted by the Agency." 
Chrysler Corp. v. Dept. of Transportation, 472 
F.2d 659, 675 (6th Cir. 1972). 

V THE STANDARD OF JUDICIAL REVIEW AND 
CONCLUSIONS 

We are quite aware that the standards promulgated 
and here under review are to be applied to new stationary 
sources. It would have been entirely appropriate [*402] 
if the Administrator had justified the standards, not on the 
basis of tests on existing sources or old test data in the 
literature, but on extrapolations [**81] from this data, on 
a reasoned basis responsive to cmrunents, and on 
testimony from experts and vendors made part of the 
record. This course was not followed here. Instead, the 
Administrator in his statement of reasons relied on tests 
on existing plants and the literature, which EPA counsel 
now discounts without reference to other record support 
to take its place. 

The Administrator's objectives are laudable, but the 
statute expressly requires, for the standards he 
promulgates, that technology be achievable. This record 
reveals a lack of an adequate opportunity of the 
manufacturers to comment on the proposed standards, 
due to the absence of disclosure of the detailed findings 
and procedures of the tests. This was not cured following 
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our previous October 1972 remand to the agency. 

We have identified a number of matters that require 
consideration and clarification on remand. While we 
remain diffident in approaching problems of this 
technical complexity, see International Harvester, supra, 
478 F.2d at 648, the necessity to review agency 
decisions, if it is to be more than a meaningless exercise, 
requires enough steeping in technical matters to 
determine whether the [**82] agency "has exercised a 
reasoned discretion". Greater Boston TV v. FCC(/), 143 
US. App. D.C. 383, 392, 444 F.2d 841, 850, cert. denied, 
403 US. 923, 91 S. Ct. 2229, 29 L. Ed. 2d 701 (1971). 

We cannot substitute our judgment for that of the agency, 
but it is our duty to consider whether "the decision was 
based on a consideration of the relevant factors and 
whether there has been a clear error of judgment." 
Citizens To Preserve Overton Park v. Volpe, 401 US. 
402, 416, 28 L. Ed. 2d 136, 91 S. Ct. 814 (1971). 
Ultimately, we believe, that the cause of a clean 
environment is best served by reasoned decision-making. 
The record is remanded for further proceedings not 
inconsistent with this opinion. 

So ordered. 
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brief, for Respondent. 

JUDGES: Fahy, Senior Circuit Judge, and Leventhal * 
and Robb, Circuit Judges. 

* Circuit Judge Leventhal did not participate in 
this decision. 

OPINION BY: PER CURIAM 

OPINION 

[*507] The court remanded to the Administrator of 

the Enviromnental Protection Agency, respondent, the 
case then before us involving the validity of the 
stationary source standards 1 he had promulgated 2 under 
section 111 of the Clean Air Act 3 for new or modified 
portland cement plants. Portland Cement Association v. 
Ruckelshaus, 158 US.App.D.C. 308, 486 F.2d 375 
(1973), cert. denied, 417 US. 921, 94 S. Ct. 2628, 41 L. 
Ed. 2d 226 (1974). Some of the matters the court then 
reviewed on the petition of the Portland Cement 
Association we concluded required [**2] further 
consideration and clarification, hence the remand. These 
matters have now been reconsidered and clarified in the 
Administrator's Response to the Remand Order, 
fonnulated after his draft of such Response had been the 
subject of comments by the Association and others. The 
Association has again petitioned this court, to decide 
whether the Administrator has complied with the remand 
order and whether the standards should be affirmed or set 
aside. 

These standards prescribed a maximum 
emission limit of.03 gr/scf for particulates 
(cement dust) from newly-constructed or 
modified cement plants and a limit of 10% for the 
opacity of plumes from the stacks of such plants. 
2 40 C.F.R. § 60.62 (December 16, 1971). 
3 42 USC§ 1857c-6. 
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At argument petitioner's counsel relied upon a 
fonnulation of positions which he handed to the court and 
which reads as follows: 

1. Do established constitutional 
guarantees against statutory discrimination 
apply to enviromnental [**3] regulations? 

2. If so, may the victim of a 
discriminatory regulation have it set aside 
through direct judicial review? 

3. Under what, if any, circumstances 
could economic considerations produce a 
standard lower than the highest 
technologically achievable? 

4. How does a standard prohibiting 
momentary excessive emissions conform 
to a statute whose purpose is curbing the 
total volume of pollution? 

5. How can plume opacity be [a] 
valid standard when pollution and plume 
opacity can not be reliably correlated and 
evaluations of the same plume by several 
qualified observers will vary substantially? 

The issues raised in these questions are more limited 
than those presented by petitioner in its brief. Therefore, 
although the questions will fonn the frame of reference 
for this opinion, other issues will be touched upon as 
well. 

Questions 1 and 2 are directed to petitioner's 
contention that the emission standard for cement plants is 
more stringent than those for incinerators and coal-fired 
power plants, and, also, for plants of the competing 
asphalt industry, as to which, however, no question had 
been raised at the agency level. 

[*508] Petitioner's contention [**4] is weakened 
by its admission, made in its comments on the 
Administrator's draft response to the remand, that the 
standard for the portland cement industry is achievable by 
that industry. Moreover, our remanding opinion indicated 
our disagreement with petitioner on the subject of 
different emission standards for different industries. See, 
486 F.2d at 389. Amplifying upon what we there said, we 
find no reasonable basis for invalidating as 

discriminatory the achievable em1sswn standard for 
cement plants. Proof of unreasonableness in the diversity 
of the standards referred to is lacking. No doubt the 
Administrator will be influenced by accumulating 
experience should it give rise to reasons for modification 
of the range now existing between the prescribed 
standards. 

Petitioner's question No. 3 is very generally phrased. 
Neither the terms of our remand nor the proceedings now 
before us require an answer by the court. We note, 
however, that of course section 111 of the Act requires 
the Administrator to take into account the cost of 
achieving the emission reduction he prescribes. In our 
remanding opinion we did not require respondent to 
prepare a quantified cost-benefit analysis, [**5] 
showing the benefit to ambient air conditions as 
measured against the cost of the pollution control devises. 
We stated, however, that such studies as might be 
adduced in comments should be considered and that the 
Administrator should also consider contentions and 
presentations that the adopted standard unduly precludes 
the supply of cement, including whether it is unduly 
preclusive as to certain qualities, areas, or low-cost 
supplies. Though the Administrator found that "relating 
the cost of control to the benefits of the control at least at 
this time is a practical impossibility," he went on to state 
that where the costs of meeting standards would be 
greater than the industry could bear and survive, such 
standards could not be implemented by the industry 
regardless of technological feasibility, and, moreover, 
that a gross disproportion between achievable reduction 
in emission and cost of the control technique would not 
be required. Here too we find no reason to disagree with 
the Administrator's disposition of this aspect of the 
remand. The industry has not shown inability to adjust 
itself in a healthy economic fashion to the end sought by 
the Act as represented by the standards prescribed. [**6] 
4 

4 The Administrator in his Response to the 
Remand Order has fully considered and rationally 
rejected the cost-benefit analysis which was 
submitted by petitioner. 

Question No. 4 was not at issue on the remand and 
we accordingly do not feel called upon to deal with it. 5 

5 We add that the record before us affords no 
basis for holding that controlling momentary 
excessive emissions does not aid in curbing total 
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pollution. 

As to question No. 5, we have considered the 
detailed analysis by the Administrator of numerous 
factors involved in the use of plume opacity to determine 
whether or not a portland cement plant achieves a 
prescribed standard of pollution control. We are not 
warranted on the basis of his analysis to find that plume 
opacity is too unreliable to be used either as a measure of 
pollution or as an aid in controlling emissions. 

[**7] The Administrator, using trained plume 
observers, has enlarged upon the tests previously utilized, 
in the effort to reach a reasonably accurate standard of 
measurement of opacity. He sets forth in detail the results 
which led to his 10% standard "as the standard which 
may not be exceeded by new kilns at Portland cement 
plants," with a relaxation, however, now permitted, to 
20% opacity "to accomodate certain extreme 
circumstances." His conclusions in resolving the opacity 
problem and the achievability of the prescribed opacity 
standard are well reasoned. The court finds no sound 
basis for rejecting them, remembering the tempered 
review we exercise in these matters of non-judicial 
expertise, and remembering too that in this, as in a 
[*509] somewhat related area which recently confronted 
the Supreme Court under the Clean Air Act, the courts 
cannot and do not "attempt to foresee, at this stage in the 
administration of the statute, all of the questions, say 
nothing of the answers, that may arise" -- in that case 
over the allocation of a limited number of available 
variances under section 110(a)(3) of the Act 6 -- in this 
case over the learning with respect to the value of plume 
[**8] opacity in measuring and controlling pollution. 

6 Train, Administrator v. Natural Resources 
Defense Council Inc., 421 US. 60, 94 n.28, 95 S. 
Ct. 1470, 43 L. Ed. 2d 731 (1975). 

We turn to another matter. In our remand decision 
we held that respondent was not required to file an impact 
statement pursuant to the National Enviromnental Policy 
Act, 7 but should set out "significant adverse 
enviromnental consequences" of its standards as a 
"functional equivalent" of an impact statement. We note 

now a contention raised by petltwner in this regard, 
namely, that water pollution will be aggravated as a result 
of the larger piles of kiln dust caused by the tight 
emission controls. We have no factual basis, however, for 
disagreeing with the position of the Administrator that 
petitioner's contention that the dispersal of the pollutants 
into the air would better serve the enviromnent. The 
Administrator satisfactorily responds to this suggested 
alternative as follows, insofar as the record before us 
affords [**9] a basis for decision: 

. . . the total amount of particulates 
disposed of will be less if collected by 
emission control devices than if vented 
uncontrolled into the atmosphere. 

* * * 

To the extent there is a problem, it is 
the judgment of the Administrator that the 
problem of water run off from collected 
piles of particulate matter is less than the 
problem of uncontrolled releases of 
particulate matter into the atmosphere. 

7 42 us. c.§§ 4321-4335. 

Finally, we note the Administrator's response to the 
court's direction that the bases for the emission standard 
should be further identified. At the time of our remand 
tests on only two cement plants had been conducted. 
Since then the Administrator has tested five more plants. 
Although petitioner had an opportunity to comment on 
the results of only two of these, all seven tests have 
shown that the emission standard is achievable. The 
Administrator has in this as in other respects adequately 
responded to our remand. 

[**10] The consequence is that we hold the 
standards prescribed to be valid. The action of the 
Administrator in promulgating them is, accordingly, 

Affirmed. 
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Here are some things I dug up: 

This website for LBNL has some good stuff on renewables, including RESs: http:/ /eetd.lbl.gov/ea/emp/re
pubs.html 

The USC clean energy website is also a gateway to some useful analysis (look under renewable energy 
solutions, etc.): http:/ /www.ucsusa.org/clean_energy/ 

Here's WRI's page: http:/ /www.wri.org/stories/2011/04/how-design-clean-energy-standard 

Here's an RFF paper: http:/ /www.rff.org/RFF/Documents/RFF-IB-11-04.pdf 

Here's an Energy Future Coalition piece: 
http:/ /www.energyfuturecoalition.org/files/webfmuploads/Efficiency%20Docs/Three%20Pillars%20Appro 
ach%20for%20Eiectricity%204-22-09%20FINAL.pdf 

Joel Beauvais 
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Preface and Contacts 

The Energy Information Administration (EIA) is the independent statistical and analytical 
agency within the Department of Energy. EIA provides timely, high-quality energy information 
and prepares objective, transparent analyses for use of Congress, the Administration, and the 
public. EIA does not, however, take positions on policy issues. Because ofEIA's statutory 
independence with respect to the content of its energy information program, the analysis 
presented herein is strictly its own and should not be construed as representing the views of the 
U.S. Department of Energy or the Administration. 

The model projections in this report are not statements of what will happen but of what might 
happen, given the assumptions and methodologies used. The reference case projections are 
business-as-usual trend forecasts, given known technology, technological and demographic 
trends, and current laws and regulations. Thus, they provide a policy-neutral starting point that 
can be used to analyze policy initiatives. EIA does not propose, advocate, or speculate on future 
legislative and regulatory changes. All laws are assumed to remain as currently enacted; 
however, the impacts of scheduled regulatory changes, when defined, are reflected. 

The Office of Integrated Analysis and Forecasting prepared this report. General questions 
concerning the report can be directed to John J. Conti (john.conti@eia.doe.gov, 202/586-2222), 
Director of the Office oflntegrated Analysis and Forecasting, and J. Alan Beamon 
(joseph.beamon@eia.doe.gov, 202/586-2025), Director of its Coal and Electric Power Division. 
Specific questions about the report can be directed to the following analysts: 

Renewable Analysis ................. Chris Namovicz (cnamovicz@eia.doe.gov, 202/586-7120) 
Robert Smith (robert.smith@eia.doe.gov, 202/586-9413) 

Electricity ......................... Jeffrey Jones (Jeffrey.jones@eia.doe.gov, 202/586-2038) 

For ordering information and questions on other energy statistics available from EIA, please 
contact EIA' s National Energy Information Center at: 

National Energy Information Center, EI 30 
Energy Information Administration 
Forrestal Building 
Washington, DC 20585 

Telephone: 202/586-8800 
TTY: 202/586-1181 
FAX: 202/586-0727 
E-mail: infoctr@eia.doe.gov 
World Wide Web Site: http://www.eia.doe.gov/ 
FTP Site: ftp://ftp.eia.doe.gov/ 
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Executive Summary 

This report responds to a request from Senator Jeff Bingaman asking EIA to analyze a 
renewable portfolio standard (RPS) requiring that 15 percent ofU.S. electricity sales be 
derived from qualifying renewable energy resources. The proposal exempts smaller 
electricity providers - those with fewer than 4 billion kilowatthours in annual sales -
from meeting the requirement, and would not allow current generation from existing 
hydroelectric and municipal solid waste facilities to meet the requirement. However, 
retail sellers who generate from existing hydroelectric and municipal solid waste facilities 
are allowed to exclude this generation from their sales base when calculating their 
required renewable share. The RPS would allow affected electricity providers to 
generate their own renewable energy or trade renewable energy credits to assure 
compliance. Compliance could also be achieved by purchasing credits from the 
government at an inflation-adjusted rate of 1.9 cents per kilowatthour credit. Generation 
from distributed generators, represented by end-use photovoltaic installations in this 
analysis, would earn three credits for every kilowatthour of generation. The RPS 
requirement runs through 2030 and then sunsets. 

Key results include: 

• After adjusting for the small electricity provider exemption and the removal of 
generation from existing hydroelectric and municipal solid waste facilities from the 
sales base, the target for qualifying renewable generation is equivalent to 
approximately 12 percent of total electricity sales in 2030. 

• Between 2020 and 2030, the projected market value of renewable energy credits is 
1.9 cents per kilowatthour, the price at which they can be purchased from the Federal 
government. 

• The RPS leads to a large increase in biomass generation, which grows to almost 320 
billion kilowatthours in 2030, triple the level in the reference case. Wind and 
photovoltaics also show significant increases in generation. 

• By 2030, solar installations produce about 8 percent of qualifying renewable 
generation, but account for approximately 20 percent of the total credits held because 
of the triple credits awarded to distributed photovoltaics. 

• The increased use of renewable sources in the RPS case leads to lower coal 
generation. Nuclear and natural gas generation are also lowered to a lesser degree. 

• Relative to the reference case, retail electricity prices rise by an average of 0.9 percent 
over the 2005 to 2030 period in the RPS case. Reduced demand for coal and natural 
gas in the RPS case results in slightly lower prices for these fuels by 2030 when 
compared to reference case projections. 
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• Compared with the reference case, end-use sector expenditures for electricity rise 
while end-use sector expenditures for natural gas fall. From 2005 through 2030, 
cumulative expenditures for electricity and natural gas by all end-use sectors taken 
together (all dollars are 2005 dollars, cumulative calculations are discounted at 7 
percent) by all end-use sectors are $18 billion (0.3 percent) higher. 

• Compared with the reference case, cumulative residential expenditures on electricity 
from 2005 through 2030 are $7.2 billion (0.4 percent) higher, while cumulative 
residential expenditures on natural gas are $1.0 billion (0.1 percent) lower. 

• Total electricity-sector carbon dioxide emissions are reduced by 222 million metric 
tons (6.7 percent) in 2030 relative to the reference case. Electricity-sector carbon 
dioxide emissions are projected to account for 40 percent of total energy-related 
carbon dioxide emissions in 2030. Over the 2005 to 2030 period, cumulative energy
related carbon dioxide emissions are reduced by 2,925 million metric tons (1. 7 
percent). 

• Projected impacts of an RPS on expenditures for electricity and natural gas in end-use 
sectors are sensitive to assumptions made regarding the projected generation fuel mix 
in the reference case. Generally, an RPS proposal has more favorable effects on end
use sector expenditures for electricity and natural gas (i.e. smaller expenditure 
increases or larger expenditure decreases) as the role of natural gas in the baseline 
generation mix increases, since a higher natural gas generation baseline results in 
more displacement of natural gas by an RPS. The AE02007 reference case, the 
baseline for the current analysis, projects considerable additions of new coal-fired 
generating capacity between 2015 and 2030. To the extent that natural gas plays a 
larger role in the future generation mix, the RPS proposal considered in this analysis 
would have more favorable impacts. 
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1. Background 

This service report was prepared by the Energy Information Administration (EIA ), in 
response to a May 9, 2007, request from Senator Jeff Bingaman for an analysis of a 
Federal renewable portfolio standard (RPS). The request letter and the RPS proposal are 
provided as appendices A and B to this report. An RPS is a policy that requires covered 
electricity retailers to supply a specified share of total electricity sales from qualifying 
renewable energy resources. As of the end of2006, 23 States and the District of 
Columbia had enacted an RPS or similar renewable energy requirement. The Federal 
RPS analyzed here would apply to electricity retailers on a nationwide basis, establishing 
a target level for the market share of qualifying renewable resources that grows over time 
until a final target level of 15 percent is reached in 2020. 

Proposal Summary 

To stimulate an increase in the use of renewable resources to generate electricity, an RPS 
requires that a specified share of the power sold must come from qualifying renewable 
facilities. Companies that generate power from qualifying renewable facilities are issued 
credits that they can hold for their own use or sell to others. To meet the RPS 
requirement, each covered electricity seller must generate their own qualifying renewable 
power or purchase renewable energy credits from others. For example, a supplier with 
100 billion kilowatthours of retail electricity sales in a year with a 15-percent RPS 
requirement would have to generate or purchase credits representing a combined total of 
15 billion kilowatthours of qualifying renewable power in that year. In a competitive 
market, the price of renewable energy credits should rise to the level needed to stimulate 
power plant developers to bring on the amount of qualifying renewable capacity needed 
to meet the RPS requirement while allowing the market to determine the most 
economical renewable compliance options to develop. 

The RPS program analyzed in this report has the following characteristics: 

• The program begins in 2010 with the required renewable share starting at 3.75 
percent and growing to 7.5 percent in 2013, 11.25 percent in 2017, and finally to 15 
percent in 2020. The program sunsets in 2030. 

• Power sellers with retail sales of at least 4 billion kilowatthours ( 4,000,000 
megawatthours) are covered. Entities with retail sales below this level are exempt. 

• Generation from existing hydroelectric and municipal solid waste (MSW) facilities 
are not included in the base electricity sales, but also do not earn compliance credits. 

• The amount of qualifying renewable generation required each year is calculated by 
multiplying the generation base (total electricity retail sales minus existing 
hydroelectric and MSW generation and sales by or to exempt small retailers) by the 
required share. 

Energy Information Administration /Impacts of a 15-Percent Renewable Portfolio Standard 
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• Qualifying renewable facilities include all new and existing nonhydroelectric 
renewable generation facilities 1, including co-firing modifications to existing coal 
plants that are placed in service on or after the enactment date of the legislation. 
Qualifying fuels include incremental hydropower2

, geothermal, solar, wind, ocean, 
landfill gas, and certain biomass and municipal solid waste feedstocks. 

• Generation from distributed renewable generation resources (customer-sited facilities 
such as roof-top photovoltaics) earns three credits for every kilowatthour of 
generation. 

• The market value of credits used for compliance is capped at 1.9 cents per 
kilowatthour3

, adjusted annually for inflation. Power sellers may purchase an 
unlimited number of compliance credits from the government at this "safety-valve" 
credit value, allowing them to meet their program obligations without providing 
additional renewable generation. 

Methodology 

The projections and quantitative analysis in this report were prepared using the National 
Energy Modeling System (NEMS). NEMS is a computer-based, energy-economic model 
of the U.S. energy system. NEMS projects production, imports, conversion, consumption, 
and prices of energy through 2030, subject to assumptions about macroeconomic and 
financial factors, world energy markets, resource availability and costs, behavioral and 
technological choice criteria, cost and performance characteristics of energy 
technologies, and demographics. Using econometric, heuristic, and linear programming 
techniques, NEMS consists of 13 submodules that represent the demand (residential, 
commercial, industrial, and transportation sectors), supply (coal, renewables, oil and 
natural gas supply, natural gas transmission and distribution, and international oil), and 
conversion (refinery and electricity sectors) of energy, together with a macroeconomic 
module that links energy prices to economic activity. An integrating module controls the 
flow of information among the submodules, from which it receives the supply, price, and 
quantity demanded for each fuel until convergence is achieved. 

The Electricity Market Module (EMM) within NEMS simulates the capacity planning 
and retirement, operating, and pricing decisions that occur in U.S. electricity markets. It 
operates at a 13-region level. Based on the cost and performance of 27 different 
generating technologies, the costs of fuels, and constraints on emissions, the EMM 
chooses the most economical approach for meeting consumer demand for electricity. As 

1 Average historical generation from facilities in service prior to the enactment date counts toward meeting 
the target, but does produce tradable credits. 
2 Incremental hydropower is "additional energy generated as the result of efficiency improvements or 
capacity additions [made on or after the effective date] at a hydroelectric facility that was placed in service 
before [the effective date]. The effective date refers to the earlier of the date this law is enacted or an 
applicable State RPS law became effective. 
3 In 2005 dollars shown in the tables and figures in this report, to be consistent with other reported costs 
and prices, the credit cap is 1.84 cents per kilowatthour. 
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new technologies penetrate the market in NEMS, their costs are assumed to decline to 
reflect the expected impact of technological learning. During each year of the analysis 
period, the EMM evaluates the need for new generating capacity to meet consumer needs 
reliably or to replace existing electric power plants that are no longer economical. The 
cost of building new capacity is weighed against the costs of continuing to operate 
existing plants and consumers' willingness to pay for reliable service. 

As shown in Table 1, the target shares for qualifying renewable resources used in NEMS 
analysis differ from the annual RPS shares specified in the proposal because the NEMS 
shares are adjusted to account for the exclusion of utilities with sales fewer than 4 billion 
kilowatthours (4,000,000 megawatthours) and the exclusion of existing hydroelectric and 
MSW generation from sales when applying the RPS share. 

Table 1. Renewable Portfolio Shares Reflecting Adjustments Included in the RPS 
Proposal 

Year 
Legislative 

NEMS Adjusted Share 
Target 

2010 3.75% 2.79% 
2011 3.75% 2.81% 
2012 3.75% 2.82% 
2013 7.50% 5.67% 
2014 7.50% 5.69% 
2015 7.50% 5.71% 
2016 7.50% 5.74% 
2017 11.25% 8.63% 
2018 11.25% 8.66% 
2019 11.25% 8.70% 
2020 15.00% 11.65% 
2021 15.00% 11.68% 
2022 15.00% 11.72% 
2023 15.00% 11.77% 
2024 15.00% 11.81% 
2025 15.00% 11.85% 
2026 15.00% 11.89% 
2027 15.00% 11.93% 
2028 15.00% 11.98% 
2029 15.00% 12.01% 
2030 15.00% 12.05% 

Source: Energy Information Administration, Office of Integrated Analysis and Forecasting. 

More than 20 States currently have some form of renewable energy requirement or target. 
However, these programs vary substantially from State to State, with significant 
differences in target levels, qualifying technologies, enforcement mechanisms, and 
exemptions from compliance. Because of the substantial uncertainty in evaluating the 
potential effectiveness of the various enforcement mechanisms and because of the 
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inherent uncertainty associated with the many discretionary aspects of waiver and 
exemption policies in some States, the reference case of the Annual Energy Outlook 2007 
(AE02007) does not account for renewable generation growth resulting from these 
programs. As this analysis is based on the AE02007 reference case, it also does not 
account for the potential impact of these State-level programs. 

Although State-level RPS programs are not included in the AE02007 reference case, EIA 
has previously analyzed the impact of full compliance with State RPS requirements. 
Taking account limitations on State budgetary support for such programs, where 
applicable, that analysis concluded that State-level RPS programs could result in an 
additional 62 billion kilowatthours of renewable generation by 2030 based on current 
Federal law and policy, a 30-percent increase over the reference case, or about 10 percent 
of the total renewable requirement of this proposal. 4 The proposed Federal RPS analyzed 
in this report would generally allow otherwise qualified generation used to satisfy a State 
RPS program to also satisfy the Federal requirement. The double-counting and credit 
transfer provisions of the Federal proposal imply that the State programs would not 
increase the aggregate national renewable target. However, the existence of additional 
revenue sources at the State level may somewhat reduce the incremental cost of 
complying with the Federal target and could affect overall generation-backed compliance 
levels in the later forecast years. 

All cases in this analysis include the 1 0-percent investment tax credit (ITC) for new 
geothermal and solar-electric power plants that was permanently extended in the Energy 
Policy Act of 1992. However, the 30-percent ITC for commercial and residential solar 
power installations and the production tax credits (PTC) available to various renewable 
generation sources were both assumed to expire at the end of 2007, as provided for by the 
law in effect when the AE02007 was produced. Both the PTC and the 30-percent ITC 
have subsequently been extended by law through 2008. The PTC, and to a lesser extent 
the ITC, support the more rapid deployment of qualifying technologies, so that the recent 
extension of these credits, and any further extension that may be enacted in the future, 
would tend to reduce the projected incremental cost of complying with the proposed 
Federal RPS program. However, any such extensions would also add to future tax 
expenditures. 

4 See http://www.eia.doe.gov/oiaf/aeo/leg_reg.html. 
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2. Energy Market Impacts of a 15-Percent RPS 

Electricity Sector Generation, Fuel Use, Prices, and Emissions 

EIA projects that the market value of renewable energy credits will remain below the 1.9 
cent per kilowatthour level through 2019, when the RPS proposal requires 11.25 percent 
of covered sales, equivalent to 8.7 percent of total electricity sales, to be met with 
qualifying renewable generation (Figure 1 ). 5 , Although the credit price remains below 1 
cent per kilowatthour through 2016, when the legislative target is 7.5 percent or below, 
during the period 2017 to 2019 it rises to the 1.4-to-1.9-cents-per-kilowatthour range. 

Once the RPS target increases to the final 15-percent level, equivalent to 11.7 percent of 
total electricity sales in 2020, EIA projects continued growth in renewable generation, but 
with some purchase of renewable energy credits from the Federal government to satisfy 
program requirements. In 2020, actual qualifying generation accounts for 9.4 percent of 
all sales, with distributed generation credit multipliers and renewable energy credits 
purchased from the Federal government satisfying the rest of the 11.7 -percent share 
requirement. By 2030, credits purchased from the Federal government account for one 
percent of sales out of a target equivalent to 12 percent of total electricity sales in that 
year. During this period, the market value of credits is 1.9 cents per kilowatthour, the 
price at which they can be purchased from the government. 

The renewable energy credit price represents the amount per kilowatthour above the 
market price of power that is available to qualifying generators. The payment for 
renewable energy credits provides an incentive for investment in qualifying technologies 
even if they entail higher costs than other generating technologies. However, as the 2030 
sunset date for the RPS program approaches, the period of time over which qualifying 
generators can anticipate receiving payments for renewable energy credits is shortened, 
reducing the present value of the anticipated stream of payments for renewable energy 
credits at any given credit price. As potential investors in qualifying projects seek to 
compensate for the shortening of their anticipated payment stream, there is upward 
pressure on credit prices. By 2020, the horizon for credit payments is short enough that 
investors are unwilling to invest in sufficient amounts of qualifying generation to meet 
the RPS target unless the credit price were to exceed the 1.9-cent price cap. As a result, 
electricity sellers subject to the RPS program comply through the purchase of credits 
from the Federal government at the 1.9 cent per kilowatthour price specified in the 
proposal and the level of qualified renewable generation falls short of the legislated target 
(Figure 2). EIA analysis of an alternative RPS requirement with no cost cap and no 
sunset provision indicates that the same targets as in the proposed program could be met 
in all years, and the credit price would generally fall below the 1.9-cent-per-kilowatthour 
cap. 

5 See Table 1 for the correspondence between the proposed RPS targets and the total sales share. 
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Generation by Fuel 

Under the proposed RPS program, generation from renewable resources increases 
relative to the reference case (Figure 3). Biomass generation, both from dedicated 
biomass plants and existing coal plants co-firing with biomass fuel, grows the most by 
2030, more than tripling from 102 billion kilowatthours in the reference case to 318 
billion kilowatthours with the RPS policy (Table 2). Wind generation increases by 
almost 50 percent by 2030, from 52 billion kilowatthours in the reference case to 76 
billion kilowatthours with the RPS. 

Figure 3. 
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Although total solar generation does not reach the level of wind or biomass, it has a 
higher absolute increase than wind and a higher percentage increase than either wind or 
biomass by 2030, when compared to the reference case. Solar generation, including 
utility-owned solar thermal and PV and customer-sited PV, increases from 7 billion 
kilowatthours in 2030 in the reference case to almost 38 billion kilowatthours with the 
RPS, a five-fold increase. Because customer-sited PV earns 3 credits for every 
kilowatthour generated, this generation counts as approximately 110 billion kilowatthours 
for RPS compliance purposes in 2030. This is twice the compliance share accounted for 
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by wind and about half of the biomass compliance share. Geothermal and landfill gas 
facilities also show a slight increase in generation compared to the reference case. 

The increase in renewable generation stimulated by the RPS primarily displaces coal
fired generation. By 2030, coal generation is 3,086 billion kilowatthours with the RPS 
compared with 3,330 billion kilowatthours in the reference case, a reduction of about 7 
percent. Coal generation is still expected to grow significantly from 2,000 billion 
kilowatthours in 2005. Nuclear generation is reduced by less than 5 percent, to 856 
billion kilowatthours with the RPS from 896 billion kilowatthours in the reference case. 
As with coal, this still represents significant growth relative to 2005 generation levels. 
Natural gas generation is about 2 percent less than the 2030 reference case level of 932 
billion kilowatthours. 

Energy Prices and Expenditures 

The shift away from coal to renewable fuels, together with the costs of retail electricity 
sellers holding RPS credits, affects electricity prices. In 2030, EIA projects the national 
average electricity price with the RPS to be 2 percent higher than in the reference case, 
i.e., 8.2 cents per kilowatthour with the RPS compared to 8.1 cents per kilowatthour in 
the reference case. By 2030, prices for natural gas and coal, two key fuels for the electric 
power sector, are lower with the RPS than in the reference case. 

Cumulative costs to the electric power sector, in the form of capital expenses, 
maintenance costs, fuel expenditures, the purchase of RPS compliance credits from non
power-sector installations, i.e., residential and commercial owners ofPV systems 6

, and 
the purchase of credit allowances from the government are about 0.4 percent ($8.5 _ 
billion higher with the RPS than in the reference case 7 , which total $1 ,963 billion in the 
reference case through 2030. Cumulative capital and other fixed expenditures decrease 
by almost $3.6 billion compared to the reference case. Offsetting this is an increase of 
almost $12 billion in fuel and variable costs, including net impacts of reduced fuel prices, 
reduced fuel usage, and new purchases of renewable energy credits from the government 
and end-use sectors. 

With slightly higher prices, EIA projects that cumulative consumer electricity 
expenditures from 2005 through 2030 will increase by 0.5 percent ($21 billion) with the 
RPS compared to the reference case, despite slightly reduced sales. Reduced demand for 
natural gas results in lower natural gas prices, and cumulative end-use natural gas 
expenditures are reduced by 0.2 percent ($3.3 billion) of the reference case total. Net 
cumulative consumer expenditures for natural gas and electricity are increased by about 
0.3 percent ($18 billion) through 2030 compared to the reference case. 

6 The purchase ofRPS credits from other power-sector generators is a zero net cost to the industry, as both 
the seller and the purchaser are within the industry. 
7 Costs accumulated from 2005 through 2030. All dollar values are 2005 dollars, Accmnulated costs are 
discounted to 2005 using a 7-percent discount rate per guidance from OMB Circular A-94. 
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Table 2. Summary Results 

2005 2015 2015 2030 2030 
Reference RPS Reference RPS 

Net Generation by Fuel Type (billion kilowatthours) 

Coal 2,015 2,295 2,240 3,330 3,086 
Petroleum 122 103 101 107 108 
Natural Gas 752 1018 1008 932 914 
Nuclear Power 780 812 809 896 856 
Conventional Hydropower 265 306 306 308 306 
Geothermal 15 18 20 23 25 
Municipal Waste 23 27 32 28 33 
Wood and Other Biomass 38 79 138 102 318 
Solar 1 3 3 7 38 
Wind 15 51 55 52 76 
Other 13 8 8 14 12 
Total Generation 4,038 4,721 4,719 5,797 5,773 

Capacity (gigawatts) 

Coal Steam 311 323 320 450 431 
Other Fossil Steam 121 90 91 87 87 
Combined Cycle 177 196 194 212 205 
Combustion Turbine/Diesel 133 121 120 155 147 
Nuclear 100 102 102 113 107 
Conventional Hydropower 81 81 81 81 81 
Geothermal 2 3 3 3 3 
Municipal Waste 4 4 5 4 5 
Wood and Other Biomass 7 8 10 11 26 
Solar 1 1 1 4 20 
Wind 10 18 19 18 25 
Other 43 51 51 83 81 
Total 988 997 997 1220 1,219 

Prices (2005 cents per kilowatthour) 

Credit Price N/A - 0.39 - 1.84 
Electricity Price 8.10 7.69 7.71 8.05 8.21 

Credits (percent of sales) 

Credits Required N/A - 5.7 - 12.1 
Credits Achieved N/A - 5.7 - 10.8 
Generation Achieved 2.6 3.9 5.6 3.9 9.4 

Power Sector Emissions (million tons per year, except as noted) 

Nitrogen Oxides 3.6 2.2 2.2 2.3 2.2 
Sulfur Dioxide 10.2 4.5 4.5 3.6 3.6 
Mercury (tons per year) 51.3 24.6 25.3 15.5 15.6 
Carbon Dioxide (million metric 
tons per year) 2,375 2,677 2,624 3,338 3,116 

Source: National Energy Modeling System runs AE02007.Dll2106A and BING15I2.D051507B 
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EIA projects that residential customers will spend 0.4 percent ($7.2 billion) more for 
electricity with the RPS than in the reference case through 2030 and will spend 0.1 
percent ($1 billion) less on natural gas, resulting in a net increase of over $6 billion. This 
represents just over 0.2 percent of total residential expenditures on electricity and natural 
gas. 

Carbon Dioxide Emissions 
Although carbon dioxide emissions from the power sector increase in both the reference 
case and with the RPS policy, the rate of growth is lower with the policy (Figure 4). In 
the reference case, carbon dioxide emissions are projected to rise to 3,338 million metric 
tons by 2030, from approximately 2,375 million metric tons in 2005. With the RPS 

Figure 4. 
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policy, carbon dioxide emissions are projected at almost 3,116 million metric tons in 
2030, about 6.7 percent less than the reference case, but still substantially higher than in 
2005. Emissions of regulated sulfur, nitrogen, and mercury emissions are not expected to 
significantly change with this policy because they are limited by existing programs. 
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Comparison to Other Recent EIA Analyses of Renewable Energy Incentives 

The results in this analysis are similar to earlier analyses of RPS proposals prepared by 
EIA. However, there are some areas where the results differ. The differences generally 
result from changes in the renewable sales share targeted, the price of government-issued 
credits that serve as a safety valve, and the fuel mix in the reference cases used for the 
analyses. A comparison of results from the current study of a 15-percent RPS to a 2005 
analysis of a 1 0-percent RPS proposal, focused on results through 2025, the end-point of 
the 2005 analysis, shows that the small differences in results reflect changes in both the 
RPS proposal itself and in the baselines used for the two analyses. 

In addition to the lower renewable share target, the 2005 proposal also incorporated a 
lower price for government- issued credits, 1.5 cents per kilowatthour versus 1.9 cents in 
the current proposal. The 2005 analysis, based on the reference case from the Annual 
Energy Outlook 2005, also started from a baseline projection that had a much larger share 
of natural gas generation than is now expected. 

The higher renewable target for qualifying renewable generation combined with the 
higher cap on the price of government-issued credits, leads to a slightly larger renewable 
credit and generation shares in 2025 than in the 2005 analysis. The higher renewable 
credit price and the larger coal generation share expected in the reference case for this 
analysis also contribute to higher compliance costs. In the AEO 2007 reference case, 
natural gas was projected to be more expensive than in the AEO 2005 reference case, 
resulting in a less favorable market for natural gas generation and a more favorable 
market for coal. For wind generation in particular, which largely competes as a "fuel 
saver", this resulted in less favorable market conditions, because there would be more 
times when the wind generation stimulated by the RPS would be displacing relatively 
low-cost coal instead of higher-cost natural gas. Furthermore, as new wind plants entered 
service in recent years, EIA has used their output data to update its assessments of new 
plant performance. As a result, the AEO 2007 analysis reflects somewhat lower plant 
capacity factors at low wind-speed sites than in the AE02005 analysis. The combined 
impact of these baseline model changes is to decrease the overall contribution of wind to 
meeting RPS goals, and to increase the cost of compliance. 

While projected cumulative electricity expenditures through 2025 fell slightly in the 2005 
RPS analysis, they rise slightly in the current analysis. Projected cumulative natural gas 
expenditures through 2025 decline slightly in both analyses, but the reduction is larger in 
the 2005 analysis in which more power generation fueled by natural gas is displaced. 

There is, of course, considerable uncertainty regarding the projected baseline electricity 
mix. Concerns over growth in greenhouse gas emissions have contributed to increased 
opposition to many proposals for new coal-fired power plants given that coal is the most 
carbon-intensive of the fossil fuels. Such opposition, or the actual implementation of 
future policies to limit greenhouse gas emissions, are not reflected in the AE02007 
baseline used for the current analysis, which projects considerable additions of new coal
fired generating capacity between 2015 and 2030. To the extent that such additions are 
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precluded by public sentiment or policy action, natural gas could play a larger role in the 
generation mix, and so that the RPS proposal considered in this analysis would displace 
greater amounts of natural gas and less coal. In such a scenario, the projected impacts of 
the 15-percent RPS proposal considered in this analysis would move towards those 
identified in the 2005 RPS analysis. 

In another recent analysis, EIA examined the impacts of extending the production tax 
credit (PTC) for new wind power plants. It was found that extending the full 1.9 cent per 
kilowatthour PTC could have a larger impact on projected wind generation than the RPS 
with a 1.9 cent cap on the value of renewable energy credits considered in this report, 
depending on the length of the PTC extension. A 1.9 cent PTC payment per kilowatthour 
of generation is more valuable to qualifying renewable project developers than the sale of 
renewable energy credits at 1.9 cents per kilowatthour in an RPS program because the 
PTC is applied after taxes are calculated, and thus its value is not reduced by the tax rate. 

Uncertainty 

As with any long-term projections there are considerable uncertainties in these results. 
Among the key uncertainties are projections of the growth in the demand for electricity, 
future fuel prices, and the cost and performance of new generating equipment, both 
renewable and nonrenewable technologies. Future energy and environmental policy is 
also a key uncertainty. 

Since coal and natural gas plants are expected to account for much of the new capacity 
added over the next 20 years, future coal and natural gas prices are important in 
determining the credit price needed to make new renewable electricity competitive with 
other generation options. If coal and natural gas prices tum out to be lower than are 
projected in this report, the renewable energy credit price needed to make renewables 
competitive would be larger. Conversely, it would be lower if coal and natural gas prices 
tum out to be higher than expected. 

Projections of the future cost and performance of new generating equipment are always 
difficult, particularly for technologies that currently have little or no market experience. 
Nonhydroelectric renewable technologies currently produce about 2 percent of the power 
generated in the United States. Spurring the market penetration of these technologies with 
an RPS might allow developers to make reductions in their costs and improve their 
performance through mass production techniques and learning by doing. These types of 
improvements are assumed to occur and are incorporated in the NEMS. 

However, it could tum out that the current relatively low market shares for these 
technologies are due to high costs that cannot be easily reduced. In addition, even if 
renewable technology developers are successful in improving the cost and performance 
of their technologies, their ability to penetrate the market will depend on the relative costs 
and performance of nonrenewable technologies. If renewable and nonrenewable 
technologies improve by similar amounts, the relative advantage that nonrenewable 
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technologies have today would likely remain. If renewable technology improves at a 
faster rate than assumed, compliance costs could be less than projected. 

For wind, solar, and biomass technologies, the level of development called for with the 
proposed RPS comes with some uncertainty. For example, developers or grid operators 
may have to pay to build or upgrade long transmission lines from the remote areas with 
ample wind resources to the cities with significant demand. In this analysis, costs are 
assumed to increase as developers tum to more costly sites such as those with higher 
interconnection costs, higher land costs, or more difficult terrain. However, there is 
significant uncertainty about the actual cost increases that might occur, and these actual 
costs may be more or less than projected. 

Wind and solar power development may also be constrained by its intermittent nature 
which leads to the need for backup capacity to ensure that consumers' need for electricity 
can be met at all times. At regional penetration levels seen for wind in this analysis, 
NEMS represents many of the most significant costs of accommodating wind 
intermittency, including costs for additional firm system capacity, potential mismatch 
between load and wind-production peaks, and lost revenue during periods of excess wind 
production. 

The solar resource development seen in this report would largely occur at the customer 
site, on the distribution rather than on the transmission system. Such a level of 
penetration may have minor or significant effects on system cost and reliability, largely 
depending on localized concentration of installations and the pre-existing condition of 
local distribution systems. 

As with wind, data suggest that there are sufficient biomass resources to fuel the 
increased biomass generation projected in the RPS case. However, currently there are 
very few coal plants that co-fire with biomass. To achieve the level of biomass co-firing 
called for in the RPS case, the infrastructure to reliably gather, process, and deliver the 
available biomass to coal plants would have to be developed. 

Finally, EIA assumes the use of biomass gasification technology for dedicated biomass 
generation plants. Based on current estimates, these plants trade off somewhat higher 
capital costs for significantly improved efficiency compared to direct-combustion 
technology, thus reducing operating costs. However, few commercial biomass 
gasification operations currently exist, and capital costs for this technology are highly 
uncertain. 

As previously noted, almost half the States have adopted an RPS or similar renewable 
energy target policy. In addition, a number of States, particularly in the Northeast and 
Western United States, have taken initial steps to regulate carbon dioxide emissions. At 
the Federal level, key renewable energy subsidies are scheduled to expire within the next 
2 years, and there are a number of proposals in Congress to establish national carbon 
dioxide emission legislation. The implementation of any combination of these policies 
would be expected to have a significant impact on renewable generation markets and 
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could significantly affect the cost of achieving the proposed RPS policy or the allocation 
of the compliance cost among affected parties. 

Interaction with State RPS policy is discussed earlier in this report. If renewable 
generation is seen as a cost-effective means of reducing carbon dioxide emissions, the 
cost of new renewable generation might be allocated between the RPS credit price and 
the cost of achieving the carbon dioxide regulation, reducing the apparent standalone cost 
of one or both programs, but not reducing total costs. If the renewable generation targets 
in this proposal exceed the cost-effective renewable mix of future carbon dioxide 
regulations, then this proposal might increase the cost of carbon dioxide reductions 
relative to a standalone carbon dioxide policy, while at the same time transferring some 
of the cost from the carbon dioxide program to the RPS program. The extension of direct 
or indirect government subsidies for renewable energy, such as the PTC for wind, 
biomass, and geothermal or the ITC for solar, would likely reduce the apparent cost of 
RPS compliance by transferring a significant component of that cost to government 
budgets rather than electricity producers and consumers. 
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Appendix A. Analysis Request Letter 
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Appendix B. Renewable Portfolio Standard Proposal 
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SEC. 201. RENEWABLE PORTFOLIO STANDARD. 
(a) In GeneraL-Title VI of the Public Utility Regulatory Policies Act of 1978 (16 

U.S.C. 2601 et seq.) is amended by adding at the end the following: 

"SEC. 610. FEDERAL RENEWABLE PORTFOLIO 
STANDARD. 

"(a) Renewable Energy Requirement.-

11 

"(!) IN GENERAL.-Each electric utility that sells electricity to electric consumers 
shall obtain a percentage of the base amount of electricity it sells to electric 
consumers in any calendar year from new renewable energy or existing renewable 
energy. The percentage obtained in a calendar year shall not be less than the amount 
specified in the following table: [Modifications made to the table 
below]2,L0(0,0,0,4,0, 17),tpO,p 10,1 0/12,gl ,tl ,s 1 00n,xls95n 

"Calendar year:Minimum annual percentage: 

2010 through 20123.75 

2013 through 20167.50 

20 1 7 through 20 1911.25 

2020 through 203015.0 

"(2) MEANS OF COMPLIANCE.-An electric utility shall meet the requirements of 
paragraph (1) by-

"( A) generating electric energy using new renewable energy or existing 
renewable energy; 

"(B) purchasing electric energy generated by new renewable energy or 
existing renewable energy; 

"(C) purchasing renewable energy credits issued under subsection (b); or 

"(D) a combination of the foregoing. 

"(b) Renewable Energy Credit Trading Program.-

"( I) IN GENERAL-Not later than January 1, 2007, the Secretary shall establish a 
renewable energy credit trading program to permit an electric utility that does not 
generate or purchase enough electric energy from renewable energy to meet its 
obligations under subsection (a)(l) to satisfy such requirements by purchasing 
sufficient renewable energy credits. 

"(2) ADMINISTRATION.-As part of the program, the Secretary shall-

"(A) issue renewable energy credits to generators of electric energy from 
new renewable energy; 
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"(B) sell renewable energy credits to electric utilities at the rate of 1.9 cents 
per kilowatt-hour (as adjusted for inflation under subsection (g)); 

"(C) ensure that a kilowatt hour, including the associated renewable energy 
credit, shall be used only once for purposes of compliance with this section; 
and 

"(D) allow double credits for generation from facilities on Indian land, and 
triple credits for generation from small renewable distributed generators 
(meaning those no larger than 1 megawatt). 

"(3) DURATION.-Credits under paragraph (2)(A) may only be used for 
compliance with this section for 3 years from the date issued. 

"( 4) TRANSFERS.-An electric utility that holds credits in excess of the amount 
needed to comply with subsection (a) may transfer such credits to another electric 
utility in the same utility holding company system. 

"(5) EASTERN INTERCONNECT.-In the case of a retail electric supplier that is a 
member of a power pool located in the Eastern Interconnect and that is subject to a 
State renewable portfolio standard program that provides for compliance primarily 
through the acquisition of certificates or credits in lieu of the direct acquisition of 
renewable power, the Secretary shall issue renewable energy credits in an amount 
that corresponds to the kilowatt-hour obligation represented by the State certificates 
and credits issued pursuant to the State program to the extent the State certificates 
and credits are associated with renewable resources eligible under this section. 

"(c) Enforcement.-

"(!) CIVIL PENALTIES.-Any electric utility that fails to meet the renewable 
energy requirements of subsection (a) shall be subject to a civil penalty. 

"(2) AMOUNT OF PENALTY.-The amount of the civil penalty shall be determined 
by multiplying the number of kilowatt-hours of electric energy sold to electric 
consumers in violation of subsection (a) by the greater of 1. 9 cents (adjusted for 
inflation under subsection (g)) or 200 percent of the average market value of 
renewable energy credits during the year in which the violation occurred. 

"(3) MITIGATION OR WAIVER.-The Secretary may mitigate or waive a civil 
penalty under this subsection if the electric utility was unable to comply with 
subsection (a) for reasons outside of the reasonable control of the utility. The 
Secretary shall reduce the amount of any penalty determined under paragraph (2) by 
an amount paid by the electric utility to a State for failure to comply with the 
requirement of a State renewable energy program if the State requirement is greater 
than the applicable requirement of subsection (a). 

"( 4) PROCEDURE FOR ASSESSING PENALTY.-The Secretary shall assess a civil 
penalty under this subsection in accordance with the procedures prescribed by 
section 333(d) of the Energy Policy and Conservation Act of 1954 (42 U.S.C. 6303). 

"(d) State Renewable Energy Account Program.-

"(1) IN GENERAL.-The Secretary shall establish, not later than December 31, 
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2008, a State renewable energy account program. 

"(2) DEPOSITS.-All money collected by the Secretary from the sale of renewable 
energy credits and the assessment of civil penalties under this section shall be 
deposited into the renewable energy account established pursuant to this subsection. 
The State renewable energy account shall be held by the Secretary and shall not be 
transferred to the Treasury Department. 

"(3) UsE.-Proceeds deposited in the State renewable energy account shall be 
used by the Secretary, subject to appropriations, for a program to provide grants to 
the State agency responsible for developing State energy conservation plans under 
section 362 of the Energy Policy and Conservation Act (42 U.S.C. 6322) for the 
purposes of promoting renewable energy production, including programs that 
promote technologies that reduce the use of electricity at customer sites such as solar 
water heating. 

"(4) ADMINISTRATION.-The Secretary may issue guidelines and criteria for 
grants awarded under this subsection. State energy offices receiving grants under 
this section shall maintain such records and evidence of compliance as the Secretary 
may reqmre. 

"(5) PREFERENCE.-In allocating funds under this program, the Secretary shall 
give preference-

"( A) to States in regions which have a disproportionately small share of 
economically sustainable renewable energy generation capacity; and 

"(B) to State programs to stimulate or enhance innovative renewable energy 
technologies. 

"(e) Rules .-The Secretary shall issue rules implementing this section not later than 1 
year after the date of enactment of this section. 

"(f) Exemptions.-This section shall not apply in any calendar year to an electric 
utility-

"(!) that sold less than 4,000,000 megawatt-hours of electric energy to electric 
consumers during the preceding calendar year; or 

"(2) in Hawaii. 

"(g) Inflation Adjustment-Not later than December 31 of each year beginning in 
2008, the Secretary shall adjust for inflation the price of a renewable energy credit under 
subsection (b )(2 )(B) and the amount of the civil penalty per kilowatt -hour under 
subsection ( c )(2). 

"(h) State Programs.-Nothing in this section shall diminish any authority of a State or 
political subdivision thereof to adopt or enforce any law or regulation respecting 
renewable energy, but, except as provided in subsection (c)(3), no such law or regulation 
shall relieve any person of any requirement otherwise applicable under this section. The 
Secretary, in consultation with States having such renewable energy programs, shall, to 
the maximum extent practicable, facilitate coordination between the Federal program and 
State programs. 
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"(i) Recovery of Costs.-

"(1) IN GENERAL.-The Commission shall issue and enforce such regulations as 
are necessary to ensure that an electric utility recovers all prudently incurred costs 
associated with compliance with this section. 

"(2) APPLICABLE LA w.-A regulation under paragraph (1) shall be enforceable in 
accordance with the provisions of law applicable to enforcement of regulations 
under the Federal Power Act (16 U.S.C. 791a et seq.). 

"(j) Definitions.-In this section: 

"(1) BASE AMOUNT OF ELECTRICITY.-The term 'base amount of electricity' 
means the total amount of electricity sold by an electric utility to electric consumers 
in a calendar year, excluding-

"( A) electricity generated by a hydroelectric facility (including a pumped 
storage facility but excluding incremental hydropower); and 

"(B) electricity generated through the incineration of municipal solid waste. 

"(2) DISTRIBUTED GENERATION FACILITY.-The term 'distributed generation 
facility' means a facility at a customer site. 

"(3) EXISTING RENEWABLE ENERGY.-The term 'existing renewable energy' 
means, except as provided in paragraph (7)(B), electric energy generated at a facility 
(including a distributed generation facility) placed in service prior to January 1, 
2003, from solar, wind, or geothermal energy, ocean energy, biomass (as defined in 
section 203(a) of the Energy Policy Act of2005), or landfill gas. 

"( 4) GEOTHERMAL ENERGY.-The term 'geothermal energy' means energy 
derived from a geothermal deposit (within the meaning of section 613( e )(2) of the 
Internal Revenue Code of 1986). 

"(5) INCREMENTAL GEOTHERMAL PRODUCTION.-

"( A) IN GENERAL.-The term 'incremental geothermal production' means for 
any year the excess of-

"(i) the total kilowatt hours of electricity produced from a facility 
(including a distributed generation facility) using geothermal energy; over 

"(ii) the average annual kilowatt hours produced at such facility for 5 of 
the previous 7 calendar years before the date of enactment of this section 
after eliminating the highest and the lowest kilowatt hour production years 
in such 7-year period. 

"(B) SPECIAL RULE.-A facility described in subparagraph (A) that was 
placed in service at least 7 years before the date of enactment of this section 
shall commencing with the year in which such date of enactment occurs, reduce 
the amount calculated under subparagraph (A)(ii) each year, on a cumulative 
basis, by the average percentage decrease in the annual kilowatt hour 
production for the 7-year period described in subparagraph (A)(ii) with such 
cumulative sum not to exceed 30 percent. 
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"(6) INCREMENTAL HYDROPOWER.-The term 'incremental hydropower' means 
additional energy generated as a result of efficiency improvements or capacity 
additions made on or after the date of enactment of this section or the effective date 
of an existing applicable State renewable portfolio standard program at a 
hydroelectric facility that was placed in service before that date. The term does not 
include additional energy generated as a result of operational changes not directly 
associated with efficiency improvements or capacity additions. Efficiency 
improvements and capacity additions shall be measured on the basis of the same 
water flow information used to determine a historic average annual generation 
baseline for the hydroelectric facility and certified by the Secretary or the Federal 
Energy Regulatory Commission. 

"(7) NEW RENEWABLE ENERGY.-The term 'new renewable energy' means

"(A) electric energy generated at a facility (including a distributed generation 
facility) placed in service on or after January 1, 2003, from-

"(i) solar, wind, or geothermal energy or ocean energy; 

"(ii) biomass (as defined in section 203(b) of the Energy Policy Act of 
2005 (42 U.S.C. 15852(b)); 

"(iii) landfill gas; or 

"(iv) incremental hydropower; and 

"(B) for electric energy generated at a facility (including a distributed 
generation facility) placed in service prior to the date of enactment of this 
section-

"(i) the additional energy above the average generation in the 3 years 
preceding the date of enactment of this section at the facility from-

"(I) solar or wind energy or ocean energy; 

"(II) biomass (as defined in section 203(b) of the Energy Policy 
Act of2005 (42 U.S.C. 15852(b)); 

"(III) landfill gas; or 

"(IV) incremental hydropower. 

"(ii) incremental geothermal production. 

"(8) OCEAN ENERGY.-The term 'ocean energy' includes current, wave, tidal, and 
thermal energy. 

"(k) Sunset-This section expires on December 31, 2030.". 

(b) Table of Contents Amendment-The table of contents of the Public Utility 
Regulatory Policies Act of 1978 (16 U.S.C. prec. 2601) is amended by adding at the end 
of the items relating to title VI the following: 

"Sec.610.Federal renewable portfolio standard.". 
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Preface 

The Energy Information Administration (EIA) is the independent statistical and analytical 
agency within the Department of Energy. EIA provides timely, high-quality energy 
information and prepares objective, transparent analyses for use of Congress, the 
Administration and the public. EIA does not, however, take positions on policy issues. 
Because of EIA' s statutory independence with respect to the content of its energy 
information program, the analysis presented herein is strictly its own and should not be 
construed as representing the views of the U.S. Department of Energy or the 
Administration. 

The projections in this report are not statements of what will happen but of what might 
happen, given the assumptions and methodologies used. The reference case projections are 
business-as-usual trend forecasts, given known technology, technological and demographic 
trends, and current laws and regulations. Thus, they provide a policy-neutral starting point 
that can be used to analyze policy initiatives. EIA does not propose, advocate, or speculate 
on future legislative and regulatory changes. All laws are assumed to remain as currently 
enacted; however, the impacts of scheduled regulatory changes, when defined, are reflected. 
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Executive Summary 

Background 

This report responds to a request by Senator James Inhofe for analysis of a 
"25-by-25" proposal that combines a requirement that a 25-percent share of electricity sales 
be produced from renewable sources by 2025 with a requirement that a 25-percent share of 
liquid motor transportation fuel sales also be derived from renewable sources by 2025. The 
electricity requirement is implemented as a renewable portfolio standard (RPS), while the 
motor fuel standard is implemented as a renewable fuel standard (RFS). 

The RPS establishes a market for renewable energy credits, which will be created by the 
generation of electricity from qualified renewable generators (e.g., wind, geothermal, 
biomass, and solar). Electricity retailers must hold RPS credits in proportion to the amount 
of electricity they sell. Electricity providers can generate their own renewable electricity or 
trade renewable electricity credits to assure compliance. Similarly, the RFS establishes a 
market for renewable fuel credits, based on the amount of ethanol or other biofuels sold for 
motor transportation. Transportation fuel providers must hold RFS credits in proportion to 
the amount of motor transportation fuels they sell. 

This study compares a Policy Case incorporating the 25-by-25 proposal to an updated 
version of the Reference Case from the Energy Information Administration's (EIA's) 
Annual Energy Outlook 2007 (AE02007). 1 Revisions to the Reference Case for this analysis 
included: expiration of existing ethanol tax credits and tariffs as currently scheduled by law; 
updates to supply curves for domestic biomass and corn resources; inclusion of offshore 
wind technology; and updates of the potential for ethanol imports from Brazil. 

Analysis Issues 

All long-term projections contain considerable uncertainty. This analysis suggests that, to 
comply with the twin 25-by-25 mandates, it will be necessary for electricity and motor fuel 
producers to dramatically increase their use of technologies that play a relatively small role 
in today's energy markets. For example, the amount of qualifying renewable generation 
needed to comply with the RPS would require almost a 13-fold increase in nonhydropower 
renewable generation from 2005 levels by 2025. Similarly, the amount of ethanol and 
biodiesel needed to comply with the RFS would require more than a 12-fold increase from 
2005 levels. 

Big changes in the energy system, especially when implemented quickly, come with 
numerous uncertainties, the impacts of which may not be fully captured in this study. For 
example, compliance with the twin 25-by-25 mandates would require successful 
development and rapid deployment of new technologies, such as biomass gasification 
power plants and cellulosic ethanol plants, that currently are not commercially available. 
Policy case results are very sensitive to assumptions made regarding the cost and 

1Energy Information Administration,Annual Energy Outlook 2007, DOE/EIA-0838(2007)(Washington, DC, 
February 2002), web site http://www.eia.doe.gov/oiaf/aeo/index.html. 
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availability of key technologies. Even current technologies, such as wind power, engender 
significant uncertainties. Once the most economical wind resources are utilized, less 
attractive resources would have to be developed, with costs that are not well understood. 

While a strong push for renewable energy technologies could lead to significant reductions 
in their costs through breakthroughs or learning, it is also possible that costly hurdles-such 
as resistance to the siting of new plants, higher than expected transmission interconnection 
costs, and fuel supply limits-could arise, limiting the development and deployment of 
renewable energy technologies, and making the proposed mandates much more disruptive 
and possibly unattainable. 

The large increases in bioenergy resources, including corn and other energy crops, that 
would be needed to comply with the 25-percent RPS and RFS requirements could have 
significant impacts on agricultural markets and put upward pressure on food and feed prices 
worldwide. While very rapid improvements in crop yields could limit such pressures, there 
is considerable uncertainty about the potential for and timing of such improvements. The 
RFS would also require rapid market penetration of Flex Fuel Vehicles (FFV s) and 
development of the infrastructure needed to deliver E85 and biodiesel to consumers. As 
requested, this study assumes that the Senate Bill23 (S.23) provisions requiring the sale of 
FFVs and installation ofE85 pumps would be put in place. 

In addition to technological uncertainties, the Policy Case implies structural changes in the 
U.S. economy that are not readily apparent from the aggregate impacts on gross domestic 
product (GDP) or energy prices. Implementation of the proposed RFS policy is likely to 
involve a major realignment of current capital investment plans and strategies for refiners, 
automotive manufacturers, and others. For example, substantial capital investment would be 
needed to put the E85 infrastructure in place to meet the requirements under the RFS policy. 

The results of this analysis also suggest that the 25-percent requirement for renewable 
motor fuel use would significantly increase the use of corn in ethanol production, leading to 
sharply higher corn prices, substantial changes in domestic feed practices, and large cuts in 
or elimination of corn exports. The uncertainties inherent in implementing this policy 
suggest that, while not impossible, it would be very challenging and carry substantial risk. 

Key Results 

Electricity Sector Impacts 

The RPS causes a dramatic shift away from coal and natural gas to renewable fuels, 
particularly biomass and wind. 

• Coal-fired electricity generation in the Policy Case is 938 billion kilowatthours (28 
percent) lower in 2030 than in the Reference Case. Natural-gas-fired generation is 99 
billion kilowatthours (11 percent) lower in 2030. Generation from nuclear power is 80 
billion kilowatthours (9 percent) lower in 2030. 

• In the Policy Case, biomass generation is 495 billion kilowatthours (363 percent) 
higher in 2030 than in the Reference Case, while wind generation is 424 billion 
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kilowatthours (824 percent) higher. To reach the generation levels in the Policy Case, 
biomass and wind capacity grow to more than 10 times their current levels. 

• To comply with a 25-percent RPS, almost 70 percent of the generating capacity added 
from 2005 to 2025 would have to be renewable technologies-amounting to more than 
a 10-fold increase in nonhydroelectric renewable capacity over this period. 

The RPS credit price and the growing dependence on higher-cost renewables lead to higher 
electricity prices and higher consumer electricity bills, particularly in 2025 and beyond. 

• Average retail electricity prices are 6.2 percent (0.5 cents per kilowatthour in 2005 
dollars2

) higher in the Policy Case than in the Reference Case in 2030. The RPS credit 
price generally increases through 2025, when the maximum required share for 
renewable generation is initially imposed. From 2025 to 2030, the RPS credit price is 
projected to vary between 3.8 and 4.8 cents per kilowatthour. 

• In the Policy Case, annual consumer expenditures on electricity are very close to those 
in the Reference Case through 2022, as the reduction in fuel prices caused by lower 
fossil fuel use for electric power generation outweighs the increased capital costs of 
new renewable generation capacity. After 2023, the net capital investment costs of 
meeting the RPS and the higher renewable fuel costs outweigh the changes in fossil 
fuel prices, and electricity expenditures are higher than in the Reference Case. 
Consumer expenditures for electricity in the Policy Case are $16 billion (3.9 percent) 
higher in 2030; however, the higher electricity bills are partially offset by lower 
natural gas bills. 

• Cumulative (undiscounted) expenditures for electricity for the period 2009-2030 are 
about $65 billion (about 0.8 percent) higher than in the Reference Case, while 
cumulative discounted expenditures are $15 billion (0.4 percent) higher. 

Liquid Fuels and Transportation Sector Impacts 

The RFS mandate results in dramatic increases in biofuels consumption and reduced 
consumption of petroleum-based fuels. 

• To meet the RFS requirements in the Policy Case, ethanol production increases more 
than 4-fold over production in the Reference Case in 2025. In the Policy Case, about 
30 billion gallons of ethanol is sold in 2020, 61 billion gallons in 2025, and 66 billion 
gallons in 2030. In the Reference Case, only 11 billion gallons of ethanol is sold in 
2020, 13 billion gallons in 2025, and 16 billion gallons in 2030. 

• In 2025, the E85 share of the gasoline pool is over 30 percent in the Policy case, 
compared to less than 1 percent in the Reference Case.3 Such a shift would require 

2 All energy price and expenditure values in this report are in 2005 dollars. 
3E85 contains approximately 75 percent ethanol and 25 percent gasoline. E85 consumption in 2025 is 4.3 
million barrels per day, and the total gasoline pool is 12.87 million barrels per day. 
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massive investment to ensure that vehicles and delivery and refueling infrastructure are 
in place to meet the needs of the market. 

• Com-based ethanol production in the Policy Case increases to about 25.5 billion 
gallons in 2025 and 2030, almost triple the 9.0 billion gallons produced from com in 
the Reference Case in 2025. In the Reference Case, com-based ethanol production 
increases to nearly 12 billion gallons in 2030. 

• Cellulosic ethanol technology is assumed to become commercially available in 2010, 
but the relatively high capital costs of cellulosic ethanol plants is initially a significant 
barrier to its adoption. After 2015, with RFS credit prices and com prices rising in the 
Policy Case, cellulosic ethanol becomes more economical, and production grows to 
about 8 billion gallons in 2020, 28 billion gallons in 2025, and more than 31 billion 
gallons in 2030. 

• Increased ethanol imports meet part of the high biofuel requirement of the proposed 
RFS policy. In the Policy Case, ethanol imports grow to 8 billion gallons (137 percent 
more than in the Reference Case) in 2025 and 9 billion gallons (158 percent more than 
in the Reference Case) in 2030. 

• Consumption of petroleum products4 is significantly reduced. Relative to the 
Reference Case, nonrenewable liquid fuel use is about 2.3 quadrillion Btu (5 percent) 
lower in 2020, 5.3 quadrillion Btu (11 percent) lower in 2025, and 6.0 quadrillion Btu 
(12 percent) lower in 2030. The RFS mandate increases transportation energy prices 
and consumer expenditures for transportation fuels. 

• The projected retail price of gasoline in the Policy Case increases by about 10 cents per 
gallon (5 percent) in 2020, 28 cents (13 percent) in 2025, and 24 cents (11 percent) in 
2030 relative to Reference Case prices. Diesel fuel price increases are somewhat 
greater than those for gasoline, because production of biodiesel is not large enough to 
affect the price of diesel imports. 

• Consumer expenditures on liquid transportation fuels increase by $28 billion (about 5.4 
percent) in 2020 and about $50 billion (8 percent) in 2030 in the Policy Case relative 
to the Reference Case. 

• Cumulative undiscounted transportation energy expenditures by consumers from 2009 
to 2030 are about $562 billion higher in the Policy Case than in the Reference Case. 
Cumulative discounted expenditures over the same period are $193 billion higher in 
the Policy Case than in the Reference Case. 

• The RFS credit price, which reflects the payment above market value that is required 
to bring the marginal gallon of renewable fuel to market in the Policy Case, is $2.18 
per gallon in 2025 and falls to $2.02 per gallon in 2030. 

4 Excludes consumption of ethanol and biodiesel. 
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Higher prices contribute to a reduction in transportation demand for liquid motor fuels on 
an energy basis. 

• Total demand for light-duty vehicle travel is 1.6 percent ( 62 billion vehicle miles) 
lower in 2025 and 2.2 percent (93 billion vehicle miles) lower in 2030 in the Policy 
Case than in the Reference Case. 

• In the last decade of the projection period, higher fuel prices in the Policy Case cause a 
shift in consumer preference from light trucks to cars. By 2030, the shift more than 
makes up for the drop in fuel economy resulting from lower sales of hybrid and diesel 
vehicles. 

• On an energy basis, transportation liquids consumption in 2030 decreases by 2.5 
percent, from 38.2 quadrillion Btu in the Reference Case to 37.2 quadrillion Btu in the 
Policy Case. 

Other Energy Impacts 

• Increasing the use of renewable motor fuels leads to higher overall consumption of 
primary energy, in part because of the significant use of energy in the conversion from 
biomass to ethanol. 

• Projected primary energy use from coal, oil, natural gas, and nuclear fuel is reduced 
substantially. Compared to the Reference Case, total nonrenewable primary energy use 
is nearly 4.8 percent lower in 2020, 7.7 percent lower in 2025, and 8.6 percent lower in 
2030 in the Policy Case. 

o The reduction in coal, nuclear fuel, and natural gas energy use is primarily driven 
by the RPS. In the Policy Case, coal use is 3.1 quadrillion Btu (11 percent) lower 
in 2020, 6.1 quadrillion Btu (20 percent) lower in 2025, and 7.8 quadrillion Btu 
(23 percent) lower in 2030 than in the Reference Case. Between 2020 and 2030, 
the corresponding decrease in natural gas consumption ranges from 1.8 percent to 
5.2 percent. The reductions in nuclear power are smaller than 10 percent in all 
years. 

o The reduction in petroleum consumption and the increase in biofuels consumption 
of ethanol and biodiesel are driven by the RFS. Relative to the Reference Case, 
petroleum consumption in the Policy Case is 11.4-percent (2.8 million barrels per 
day) lower in 2025 and 12.1-percent (3.1 million barrels per day) lower in 2030. 

• The demand for net imports of crude oil and petroleum products, is reduced by 
approximately 0.8 million barrels per day in 2020, 2.1 million barrels per day in 2025, 
and 2.4 million barrels per day in 2030. Domestic crude oil production is minimally 
affected in the Policy Case, but refinery gain is reduced due to reduced refining 
activity and natural gas liquids production falls with the reduction in natural gas 
production resulting primarily from the RPS. 

• On the basis of energy content, the RFS credit price in the Policy Case is significantly 
higher ($25.80 per million Btu in 2025 and $23.90 per million Btu in 2030) than the 
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RPS credit price for the electricity sector ($11.20 per million Btu in 2025 and $14.10 
per million Btu in 2030). In other words, the difference in cost between renewable 
transportation fuels (in this case, ethanol) and fuels that are used for motor fuel 
transportation in the Reference Case is larger than the corresponding cost difference in 
electricity generation costs. 

Greenhouse Gas Emissions Impacts 

• Total U.S. energy-related carbon dioxide emissions in the Policy Case are 1,138 
million metric tons (14 percent) lower in 2030 than in the Reference Case; however, 
they remain 831 million metric tons ( 14 percent) above 2005 levels. Carbon dioxide 
emissions from the U.S. transportation sector are reduced by 370 million metric tons 
(14 percent) in 2030, while electricity sector emissions are reduced by 724 million 
metric tons (22 percent). 

Biomass and Corn Market Impacts 

• Biomass consumption for energy uses in the Policy Case rises from less than 30 
million tons in 2005 to 571 million tons in 2030, as the power sector and the 
transportation sector compete for biomass to meet their respective requirements. This 
level of consumption nearly exhausts the biomass supply represented in the Reference 
Case, placing upward pressure on biomass prices and raising uncertainty about the 
ability of the agricultural sector to provide the amounts of biomass that would be 
required in the Policy Case. 

• In the Policy Case, the price of biomass rises from approximately $1.70 per million 
Btu (roughly $30 per ton) in 2005 to about $5.10 per million Btu (over $88 per ton) in 
2030. 

• Approximately 9.2 billion bushels of the total 2025 com production is used to make 
ethanol in the Policy Case, up from 3.4 billion bushels in the Reference Case. As a 
result, less com is available for food and feed. 

• Com prices in the Policy Case increase to about $6.50 per bushel in 2025 (compared 
with $3.00 per bushel in the Reference Case), then fall to about $6.20 in 2030. 
Demand for com-based ethanol remains flat from 2025 to 2030, because of increased 
cellulosic ethanol production. 

Economic Impacts 

Achieving the 25-percent renewable fuel target in both the electricity generation and 
transportation fuel markets leads to higher energy prices, as producers substitute more 
expensive renewable fuels for less expensive fossil fuels. Higher energy prices reduce 
economic activity. 

• Total GDP losses (discounted at a rate of 4 percent) in the Policy Case relative to the 
Reference Case over the 2009-2030 period are $296 billion (0.12 percent). 

xiv Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 

ED _000 11 O_LN_ Set20000 1302-00014 



FOIA 2014-009508 Interim 5 

• Cumulative discounted losses in consumer expenditures in the Policy Case relative to 
the Reference Case over the 2009-2030 period are $149 billion (0.1 0 percent). 

Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 XV 

ED_00011 O_LN_Set200001302-00015 



FOIA 2014-009508 Interim 5 

ED_00011 O_LN_Set200001302-00016 



FOIA 2014-009508 Interim 5 

1. Background and Scope of the Analysis 

Background 

This Service Report was prepared by the Energy Information Administration (EIA) in 
response to a January 30, 2007, request from Senator James Inhofe. 5 Senator Inhofe 
requested an analysis of a proposal (referred to as the 25 x 25 Policy Scenario in his letter 
request) to achieve a 25-percent renewable portfolio standard (RPS) and a 25-percent 
renewable fuel standard (RFS) by 2025. The combined RPS and RFS policy proposal is 
referred to as "the Policy" hereafter in the report. Copies of the request letter and a follow
up letter of clarification are provided in Appendix A. 

Proposal Summary 

The proposal analyzed in this study has two components: (1) an RPS, which requires that 
the percentage of electricity sales produced from renewable sources, excluding existing 
hydroelectric generation, must reach 25 percent by 2025; and (2) an RFS, which requires 
that the volumetric percentage of the transportation gasoline and diesel fuel market supplied 
from renewable resources, in the form of ethanol and biodiesel, must reach 25 percent by 
2025 and then grow proportionately with growth in demand for transportation gasoline and 
diesel fuel. Each sector (electricity sales and gasoline plus diesel transport fuels) is required 
to meet its own target by 2025. Twenty-five percent of electricity sales would be from 
renewable generators and 25 percent of gasoline plus diesel fuel sales would be from either 
ethanol or biodiesel on a volumetric basis. 

A key assumption in both the electricity and transportation sectors is that all tax or other 
policy incentives for domestic renewable fuels and ethanol import tariffs in current laws and 
regulations are allowed to sunset without extension. 

The RPS target in the electricity sector is implemented using a credit trading system, where 
the qualifying renewables include: 

• Biomass used in dedicated plants or co-fired with other fuels 
• Geothermal 
• Municipal solid waste (including landfill gas) 
• Solar thermal 
• Photovoltaic (PV) 
• Wind (both onshore and offshore) 
• Incremental new hydroelectricity above that existing in 2006. 

Further, existing qualifying generators, except existing hydroelectricity, receive credits 
under the proposed Policy. The renewable share is expressed as a share of electricity sales 
in kilowatthours. The required share is set equal to the share of qualifying renewable 
generation sales in 2006 and increases to 25 percent in 2025. Thereafter, it is held at 25 

5In followup communications on February 6, 2007, Senate staff also requested that the import tariff on ethanol 
imports be allowed to sunset, as provided under current law. 
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percent. All retail electricity sellers are included. RPS credit trading is allowed only within 
the electricity sector, and there is no cap on the credit price. 

The RFS target for the motor transportation sector is also implemented using tradable 
credits, where the qualifying renewable fuels include: 

• Com-based ethanol 
• Cellulose-based ethanol 
• Biodiesel production from all sources, including animal fats and oil-based beans/seeds. 

As with the RPS, existing qualifying sources receive credits. The renewable share is 
expressed as a share of all liquids sold in the motor transportation sector that displace either 
gasoline or diesel. The required share is set equal to the share of qualifying renewables sold 
in 2006 and increases to 25 percent in 2025. Thereafter, it is held at 25 percent. RFS credit 
trading is allowed only within the transportation sector, and there is no cap on the credit 
price. The existing import tariff on Brazilian ethanol imports (51 cents per gallon) is 
allowed to sunset in 2010. Finally, measures that facilitate compliance with the RFS, such 
as mandates to produce Flex Fuel Vehicles (FFV s) and the availability of E85 pumps at 
gasoline dispensing stations, are assumed as stipulated in Senate Bill 23 (S.23). 

General Methodology 

In this study, analyses of the energy sector impacts and energy-related economic impacts of 
the Policy proposal are based on the Annual Energy Outlook 2007 (AE02007t reference 
and high price cases, as amended to allow for the additional assumptions and modeling 
enhancements necessary to evaluate the proposal. As in the preparation of the Annual 
Energy Outlook and most EIA service reports, the National Energy Modeling System 
(NEMS) was used to evaluate the impacts of the Policy Case and alternative assumptions. 

A number of changes were made in NEMS to address the Policy and to include 
enhancements relevant to the analysis. They included changes to the macroeconomic 
module to improve the representation of the impact on the entire economy of price increases 
for agricultural products, motor fuel, and electricity; changes in the Petroleum Market 
Module to ensure convergence of NEMS; and changes to the Renewable Fuels and 
Transportation Modules to incorporate the proposal's mandates. The changes made to the 
AE02007 NEMS are summarized in Appendix B. 

Sensitivity Cases 

In addition to the four cases requested by Senator Inhofe (Reference, High Price, Policy, 
and High Price Policy), four additional cases are provided to illustrate the impacts of higher 
availability of ethanol imports and more optimistic assumptions for the cellulosic ethanol 
technology: Low-Cost Ethanol Imports, Low-Cost Ethanol Imports Policy, High Renewable 
Technology, and High Renewable Technology Policy. The cases analyzed for this request 

6Energy Information Administration,Annual Energy Outlook 2007, DOE/EIA-0838(2007)(Washington, DC, 
February 2002), web site http://www.eia.doe.gov/oiaf/aeo/index.html. 

2 Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 

ED_00011 O_LN_Set200001302-00018 



FOIA 2014-009508 Interim 5 

are shown in Table 1. High Renewable Technology and High Technology are used 
interchangeably throughout this text. 

Table 1. Analysis Cases 

Case Name Description 

Reference Case Based on the AE02007 reference case and updated as described above. 

High Price Case Based on the AE02007 high price case, but includes revisions adopted in 
the Reference Case for this study. 

Policy Case Based on the Reference Case for this study, but includes revisions to 
NEMS modules needed to represent the RPS and RFS policies and 
incentives. 

High Price Policy Based on the AE02007 high price case, but includes revisions adopted in 
Case the Reference Case and Policy Case for this study. 

Low-Cost Ethanol Assumes that prices for U.S. ethanol imports are significantly lower, and 
Imports Case that their availability is greater, than in the Reference Case. 

Low-Cost Ethanol Combines the assumptions from the Low-Cost Ethanol Imports Case with 
Imports Policy Case the Policy Case assumptions. 

High Renewable Uses the assumptions of the AE02007 rapid renewable generation 
Technology (High technology assumptions and the rapid cellulosic ethanol technology 
Technology) Case progress assumptions with the changes made in the Reference Case for 

this study. Cellulosic technology capital costs are assumed to decline to 
$186 million per 50-million-gallon-per-year plant in 2015 and remain 
constant thereafter. Finally, the "high yield" biomass supply curve was also 
assumed for the High Technology Case. 

High Renewable Combines the assumptions from the High Renewable Technology Case 
Technology Policy with the Policy Case assumptions. 
(High Technology 
Policy) Case 
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2. Analytical Issues 

All long-term projections contain considerable uncertainty. It is difficult to foresee how 
existing technologies might evolve or what new technologies might emerge as market 
conditions change, particularly when those changes are expected to be fairly dramatic. Also, 
it is difficult to estimate the extent to which consumers will adopt new technologies. Given 
such uncertainties, meeting the Policy mandates-a 25-percent RPS in the electric power 
sector and a 25-percent RFS in the motor fuels market by 2025-could be very challenging. 

Specifically, the magnitude and pace of infrastructure investments needed, together with 
uncertainty about the feasibility, cost, and initial date of commercial availability of 
advanced technologies that do not exist today or currently play a very small role, raise 
significant concerns. Further, success of the proposed Policy will depend critically on the 
passage of future enabling legislation compatible with the S.237 provisions on FFVs and on 
the installation of pumps for E85 and biodiesel to make the fuels available to consumers. 

Infrastructure, Market, and Technology Concerns 

In the electricity sector, the amount of qualifying renewable generation needed to comply 
with the RPS of the proposed Policy would require about al3-fold increase over the next 18 
years from the current U.S. level of nonhydropower renewable generation. In the 
transportation sector, the amounts of ethanol and biodiesel production needed to comply 
with the RFS would require more than a 12-fold increase from current levels. While not 
impossible, such rapid development would be very challenging, and it would carry 
substantial risk. 

Infrastructure Concerns 

Meeting the 25-percent RPS target could require more than 100 gigawatts of new wind 
capacity. Because some of the best wind resources are located in unpopulated areas, distant 
from demand load centers, significant investments in transmission infrastructure may be 
needed to develop them. In other cases, offshore wind resources could be an attractive 
option; and again, new transmission infrastructure would be needed to connect offshore 
plants to the grid. Developing the necessary transmission infrastructure to take advantage of 
the best wind resources is certainly technically possible; however, costs and public 
acceptance are uncertain. For example, recent plans to expand the transmission system 
through relatively undeveloped areas have met considerable resistance. 

Currently, most biofuel production facilities are located close to com and soybean acreage 
in the Midwest in order to minimize the transportation costs for bulky, unrefined materials. 
The facilities are therefore situated far from major consumption centers on the East and 

7EIA was asked to adopt two enabling provisions of S.23 as part of the analysis of the Policy proposal. The 
first provision requires that light -duty vehicle manufacturers must build and certify vehicles that can use high 
ethanol blends (up to 85 percent ethanol) or diesel and biodiesel blends. The second provision requires that 50 
percent of all major-owned or branded gasoline stations must provide dispensing facilities for E85 and 
biodiesel blends. 
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West coasts. Additionally, biofuel production generates large supplemental streams of bulky 
co-products with limited marketability. 

Further complicating matters is the fact that biodiesel and ethanol cannot be blended at 
petroleum refineries and hatched through existing pipelines. Ethanol is easily contaminated 
by water, and biodiesel dissolves entrained pipeline residues. Consequently, railroad cars 
and tanker trucks made from biofuel-compatible materials must be used to transport large 
volumes of biofuels to market. Many biofuel producers locate their facilities near dedicated 
feedstock supplies or large demand centers in order to minimize transportation costs and 
susceptibility to bottlenecks. Still, limited rail and truck capacity has complicated the 
delivery of ethanol and contributed to regional ethanol supply shortages and price spikes, as 
occurred between April and June 2006. 

The potential transportation bottlenecks and costs for the biofuels industry are likely to 
become much more problematic with the proposed Policy than they are today. At the 25-
percent RFS level mandated by the Policy, biofuels would significantly penetrate motor 
fuels markets across the entire United States. The necessary infrastructure for collecting, 
processing, and distributing large volumes of biofuels would have to be expanded or, in 
many cases, created. Without substantial infrastructure investment, it would be difficult or 
impossible for producers to avoid bottlenecks in the transportation and delivery of biofuels 
to market. 

There are also other factors that could hamper the distribution of biofuels to end-use 
markets. Although E10 ("gasohol") is readily dispensed throughout the United States, there 
are limited numbers of fueling stations for biodiesel and E85-currently, less than 1 percent 
of the total number of U.S. vehicle fueling stations. S.23, if passed, would require 
approximately 50 percent of "majors and branded" motor fuel dispensing stations (roughly 
25 percent of all U.S. fueling stations) to install "high biofuel blend" pumps for E85 and/or 
B20. 

Recent EIA estimates for replacing one gasoline dispenser and retrofitting existing 
equipment to carry E85 at an existing fueling station range from $22,000 to $80,000 (2005 
dollars), depending on the scale of the retrofit. By these estimates, the total investment cost 
for installation ofbiofuel pumps would range from about $0.8 billion to about $3 billion. To 
recoup the investment costs over a 15-year period, assuming that an E85 pump would 
dispense one-half the volume of an average unleaded gasoline pump (about 160,000 gallons 
per year), the retail price ofE85 would have to be raised by 2 to 7 cents per gallon. 

The total infrastructure investment costs that would be required to support the 25-percent 
RFS have not been estimated. Further, some of the majors and branded dispensing stations 
may choose to sell their less profitable station holdings (they would become unbranded and 
non-major owned) to avoid the expense, and that could reduce the availability ofE85 
dispensing stations to consumers, making market acceptance of E85 slower. 

Market Concerns 

Market concerns arise both from the uncertainty inherent in petroleum and agricultural 
markets and from the linkage of food and fuel markets that would result from 
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implementation of the RFS policy. With respect to petroleum, the current volatility of crude 
oil markets casts doubt on the potential for biofuels to remain competitive in the future 
without government mandates, such as the S.23 and this RFS policy proposal. With an RFS, 
fuel price risks are shifted to consumers through the price of credits; however, consumer 
acceptance, awareness, and willingness to use biofuels, as well as manufacturers' 
willingness to produce FFVs, are unknown (and unlikely without a government mandate). 
The costs associated with vehicle manufacturing also are shifted to consumers under an 
RFS mandate, but again there is no guarantee that consumers will choose to purchase E85 
or biodiesel fuels in the quantities needed to fulfill the mandate. 

The RFS, which requires biofuels production to reach approximately 65 billion gallons by 
2025, could require more than 25 billion gallons of corn-based ethanol and 25 billion 
gallons of cellulosic ethanol, a technology that is not commercially available at present. It 
could also require a roughly 8-fold increase in ethanol imports as well as about 5 billion 
gallons of domestic biodiesel production. As a result, domestic corn and soybean prices 
could increase dramatically from current levels, significantly increasing domestic prices for 
food and feed and reducing exports. 

In agricultural markets, production of corn and biomass is subject to agricultural risks, such 
as crop failure caused by disease or drought. Moreover, the competition for arable land that 
would result from increased corn production at the levels needed to satisfy the 25-percent 
RFS could significantly raise all food and feed prices in the United States. The current 
generation of corn and soy biofuels crops are grown almost exclusively on prime 
agricultural land in the Midwest. It is not clear that sufficient land resources would be 
available for large-scale expansion of corn and soybean cultivation, given the intense 
competition with conventional agricultural products for arable land. 

The markets for biofuels, biofuel co-products, and crop commodities are linked, and they 
are susceptible to changes in the prices and availability of the crops. Surging demand for 
biofuel feedstocks under the RFS policy would exert upward price pressure on corn and 
soybean commodities and influence the markets for food, feed, industrial feedstocks, and 
exports. Additionally, the generation of co-products increases directly with biofuel 
production. At high levels ofbiofuel production, co-products may be oversupplied, resulting 
in depressed prices and lower revenues to offset fuel production costs. 

In 2005, co-products from the 3.9 billion gallons of ethanol produced were significant, 
including 10 million tons ofdrieddistillers' grains and solubles (DDGS), 473,000 tons of 
corn gluten meal, 2.6 million tons of corn gluten feed, and 283,000 tons of corn oil.8 As 
biofuel production grows to the 7.5 billion gallons mandated in the Energy Policy Act of 
2005 (EPACT2005), DDGS production is expected to grow to more than 15 million tons. 
With the RFS policy, more than 25 billion gallons of corn-based ethanol would be required 
in 2025, and DDGS production would exceed 50 million tons-probably causing a dramatic 
drop in its market-clearing price. At that point, the value ofDDGS could be as low as the 
value of biomass or fertilizer. 

8Renewable Fuels Association, 2005 Annual Industry Outlook, web site http://www.ethanolrfa.org/industry/ 
outlook/. 
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Biodiesel production also results in some valuable co-products. Current biodiesel 
production uses surplus soybean oil generated as a co-product in the soybean meal industry, 
with little effect on other soybean commodity markets. Annual production levels 
approaching 300 to 600 million gallons of soybean oil would, however, begin to compete 
with food and feed markets for soybeans.9 Ten pounds of crude glycerol is generated as a 
co-product for every 100 pounds of biodiesel, and the glycerol generated from 300 to 600 
million gallons of biodiesel production per year would be equal to nearly one-half of the 
current glycerol market in North America, causing a substantial oversupply and depressing 
pnces. 

Technology Concerns 

Meeting the 25-percent RFS and RPS mandates in the Policy proposal would require 
successful and early development of currently unproven and noncommercial technologies, 
including those that convert cellulose to sugars and, ultimately, to cellulosic ethanol. The 
success of the Policy would also depend on the cost, performance, and first date of 
commercial availability of advanced biomass electricity generation technology and the 
development of the energy crop industry needed to support it. 

While it is expected that both technologies-advanced biomass generation and cellulosic 
ethanol production-will be feasible, their actual costs, performance, and first dates of 
commercial availabilities are uncertain, because no such commercial plants exist at present. 
If the technologies became commercially available in the first few years of the next decade 
and their costs were lower than expected, then the costs of meeting the RPS and RFS could 
be lower than projected here. On the other hand, if the costs of early commercial plants 
were much higher than projected 10 and/or the first dates of commercial availability were 
delayed into the second half of the next decade or beyond, then the actual costs of the policy 
could be much higher than estimated in this analysis. In that event, meeting the RFS by 
2025 could require potentially implausible levels of corn-based ethanol production or 
unprecedented levels of ethanol imports from Brazil. With the success of the Policy 
dependent on noncommercial technologies with significant uncertainty in cost, 
performance, and date of commercial availability, significant economic risks would be 
imposed on the market. 

In the case of electricity generation from biomass, the technology consists of a biomass 
handling preprocessor that reduces the biomass to a treatable consistency; a gasifier and 
scrubber to remove noxious or corrosive gases in the mix; and a combined-cycle generating 
plant. In concept, the technology is much like an integrated gasification combined-cycle 
(IGCC) plant with coal as the feedstock; however, no full-scale commercial IGCC plants 
have been built. The major engineering issue with biomass remains the "front end handling 
and processing" component, which tends to jam or clog. Small-scale pilot plants have not 

9Promar International, "Evaluation and Analysis of Vegetable Oil Market: The Implication of Increased 
Demand for Industrial Uses on Markets & USB Strategy" (November 2005), pp. 25-35, web site 
http://www .nbb.org/resources/reportsdatabase/reports/gen/200511 0 1_gen-368.pdf. 
10Precommercial engineering estimates of capital and operating costs of new technologies tend to understate 
the costs of the first few commercially available plants; there is generally no evidence to suggest that the 
cellulosic ethanol technology will prove otherwise. 
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attained utilization rates exceeding 60 percent. Because the front end is an expensive 
component, either the engineering problem must be solved or the unit will have to be built 
with a "spare front end handler" to maintain high overall utilization, significantly increasing 
its capital and nonfuel operating and maintenance costs. 

In the case of cellulosic ethanol, current estimates of capital costs for a 50 million gallon per 
year cellulosic ethanol plant are expected to be high: about $365 million (2005 dollars), as 
compared with $65 million for a corn-based plant of similar size. With no commercial 
cellulosic ethanol plants currently in operation, investment risk is high for a first-of-its-kind, 
large-scale cellulosic ethanol production facility. EPACT2005 provides financial incentives 
that are expected to bring the first 250 million gallons per year of cellulosic ethanol 
production capacity on line between 2010 and 2015; however, it is not certain what the 
initial plant and operating costs will be or how quickly the costs and investment risk will 
fall as a result of manufacturing experience and further research. 

Other Concerns and Uncertainties 

In addition to the concerns discussed above, there are several other areas of uncertainty that 
could affect the feasibility and costs of meeting the RPS and RPS policy goals. 

• The supply and cost of biomass energy crops to generate electricity and produce 
cellulose-based ethanol will be critical in determining credit prices and the prices of 
delivered energy under the main Policy. The critical uncertainty involves the 
availability and cost of biomass for use in electric power generation and ethanol 
production, as well as the cost, performance, and first dates of commercial availability 
of the technologies. To the extent that this analysis overstates the cost and understates 
the availability of biomass technology, the impact on the U.S. energy market and 
economy could be smaller than indicated here; however, if biomass supply is 
overstated and prices are understated here, the impact could be larger. 

• The projected level of about 25 billion gallons of corn ethanol production in 2025 
under the Policy would significantly increase U.S. corn demand and likely require 
much higher prices to clear the market, with a significant impact on food and feed 
markets and a large cut in, or elimination of, U.S. corn exports. Also, several recent 
studies that are less optimistic about yield growth and expansion of corn acreage 
suggest a maximum level of U.S. corn ethanol production that is below 20 billion 
gallons, which would make the feasibility of meeting the RFS much more uncertain. 

• The impacts of rising corn prices on the prices of other domestic and international 
agricultural food and feed products-and ultimately on U.S. economic growth-is 
highly uncertain but potentially larger than the direct energy price impacts alone. 
Analysis of those impacts would require the application of an integrated model that 
examines agricultural competition across the economy and energy sectors both 
domestically and internationally. For this study, EIA used an integrated domestic 
model to derive biomass and corn prices; however, the model is not integrated with the 
rest of the domestic or international economy. 

• The availability and pricing of ethanol exports from Brazil will be critical in 
determining domestic RFS credit prices. Further, the availability of ethanol exports 
will depend on the extent to which additional land resources are used for ethanol 
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production, which is highly uncertain. Although Brazil may be willing to make such 
investments, it is unclear at what market price the investments would be made or how 
they would be funded. 

• As indicated in the request for analysis, this study assumes the enactment, in some 
form, of legislation (like portions of S .23) that will facilitate the development of 
biofuels transportation and distribution infrastructure and the production of only dual
fuel capable light-duty vehicles after 2016. The enactment of such legislation is highly 
uncertain. Its details could determine what the costs are, who bears the costs of 
building the infrastructure, and the likelihood that the intended goals will be achieved. 

Uncertainties in the Reference Case 

NEMS, like all models, is a simplified representation of reality. Projections are dependent 
on the data, methodologies, model structure, and assumptions used to develop them. 
Because many of the events that shape energy markets (including severe weather, 
technological breakthroughs, and geopolitical developments) are random and cannot be 
anticipated, energy markets are subject to uncertainty. Moreover, future developments in 
technologies, demographics, and resources cannot be foreseen with certainty. Nevertheless, 
well-formulated models are useful for analyzing complex policies. They can provide 
valuable insight, because they ensure consistency in accounting and represent (albeit 
imperfectly) key interrelationships. 

EIA' s projections are not statements of what will happen, but what might happen, given 
technological and demographic trends and current policies and regulations. The Reference 
Case used for this analysis, based on the A£02007 reference case, incorporates current laws 
and regulations as of September 1, 2006. Thus, it provides a policy-neutral starting point 
that can be used to analyze energy policy initiatives. In its reference cases, EIA does not 
propose, advocate, or speculate on future legislative or regulatory changes. Laws and 
regulations generally are assumed to remain as currently enacted or in force (including 
sunset or expiration provisions); however, the impacts of scheduled regulatory changes, 
when clearly defined, are reflected. 

This report, like other EIA analyses of energy and environmental policy proposals, focuses 
on the impacts of those proposals on energy choices made by consumers in all sectors and 
the implications of those decisions for the economy. This focus is consistent with EIA' s 
statutory mission and expertise. The study does not account for any possible health or 
environmental benefits that might be associated with enactment of a combined RPS and 
RFS. 
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3. Energy Market Impacts of the Renewable Policy Proposal 

Electricity Sector Impacts 

Implementing a 25-percent RPS by 2025 has significant impacts on power sector generation 
by fuel, generating technology selection, and electricity prices. The power sector shifts 
away from its long-term reliance on coal-fired generation, toward increased reliance on 
nonhydropower renewable generation and incremental hydroelectric generating sources. 
This trend has little impact on emissions of sulfur dioxide, nitrogen oxides, and mercury. 
Because these three pollutants are subject to emissions caps, their levels are essentially 
unchanged (although the costs of compliance are lower). However, the change in fuel mix 
leads to somewhat lower carbon dioxide (C02) emissions, which currently are not regulated. 
The higher cost of renewable generating technologies results in lower delivered prices for 
fossil fuels but higher electricity prices overall. Table 2 summarizes key electricity sector 
impacts. 

RPS Credit Prices 

The RPS credit price, shown in Table 2 for 2025 and 2030, generally increases through 
2025, when the maximum required share for renewable generation is initially imposed. 
Between 2025 and 2030, the credit price is projected to vary between 3.8 and 4.8 cents per 
kilowatthour. The credit price represents the incremental cost of meeting the specified 
renewable target. Essentially, it describes the difference between the cost of the cheapest 
available renewable option that satisfies the requirement and the alternative technology that 
would have supplied the electricity if the RPS had not been in place. Naturally, the credit 
price is affected by the costs and performance of the available renewable options and the 
alternative nonrenewable technologies. Figure 1 illustrates the RPS credit prices in the 
Policy Case. 

Inter-sector Compliance Options 

The proposed Policy analyzed in this report calls for compliance with separate renewable 
sales targets in the electricity and transportation sectors. The marginal cost of compliance, 
as reflected by the credit price for each sector, would not be expected to be the same for 
each sector, as each has different compliance options. Both sectors can and do use 
significant amounts of cellulosic biomass as part of the compliance strategy, and at times 
this may represent the marginal unit of supply to one or both sectors. Even so, costs may 
differ between the two sectors, as each has different conversion efficiencies and capital and 
non-feedstock operating costs. 
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Table 2. Selected Electric Power Results, 2025 and 2030 

2025 

2005 Reference Policy 

RPS Credit Price (2005 cents/kWh) NA NA 4.8 

Capacity (gigawatts) 

Coal Steam 314.8 406.1 323.4 

Other Fossil Steam 121.4 88.3 80.9 

Combined Cycle 176.6 210.4 196.0 

Combustion Turbine/Diesel 133.2 135.1 146.5 

Nuclear Power 100.0 111.7 102.7 

Pumped Storage 20.8 20.8 20.8 

Other 0.0 5.6 8.1 

Conventional Hydropower 80.6 80.8 85.9 

Geothermal 2.3 3.0 8.6 

Municipal Solid Waste/Landfill Gas 3.6 4.1 5.8 

Wood and Other Biomass 6.5 9.8 75.1 

Solar1 0.6 2.1 2.0 

Wind 9.6 17.8 130.6 

Other Industrial Capacity> 17.7 31.1 33.4 

Total 987.7 1,126.7 1,220.0 

Generation (billion kilowatthours) 

Coal 2,014.6 2,852.6 2,161.7 

Petroleum 121.9 105.0 101.4 

Natural Gas 751.7 1001.0 768.3 

Nuclear Power 780.5 886.0 815.2 

Pumped Storage/Other 13.0 8.0 8.1 

Conventional Hydropower 265.1 307.5 328.3 

Geothermal 15.1 21.6 66.1 

Municipal Solid Waste/Landfill Gas 23.3 27.2 40.4 

Dedicated Biomass 30.5 57.0 535.9 

Biomass Co-Firing 7.4 67.2 83.7 

Solar1 0.9 4.4 4.2 

Wind 14.6 51.3 425.1 

Total 4,038.4 5,388.9 5,338.2 

Electricity Prices and Sales 

Electricity Sales (billion kiowatthours) 3,660.0 4,825.9 4,778.3 

Retail Electricity Prices (2005 cents/kWh) 8.1 8.0 8.3 

Electric Sector Emissions 

Sulfur Dioxide (million short tons) 10.2 3.7 3.6 

Nitrogen Oxides (million short tons) 3.6 2.3 1.9 

Mercury (tons) 51.2 16.9 16.9 

Carbon Dioxide (million metric tons) 2,375 3,046 2,425 

Fuel Prices 

Natural Gas Wellhead Price (2005 dollars per met) 3 7.51 5.54 5.47 

Coal Minemouth Price (2005 dollars per ton) 23.34 21.83 21.34 

11ncludes solar thermal power, utility-owned photovoltaics, and distributed photovoltaics. 
21ncludes capacity in the industrial sector fueled by petroleum, natural gas, or other gaseous fuels. 
3mcf = thousand cubic feet. kWh = kilowatthour. 
Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

2030 

Reference Policy 

NA 4.5 

468.0 342.5 

87.0 80.9 

211.6 196.6 

154.2 178.9 

109.1 98.9 

20.8 20.8 

11.4 13.2 

80.8 85.9 

3.2 9.6 

4.2 5.9 

11.7 84.5 

3.6 3.8 

17.9 144.4 

35.1 39.6 

1,218.4 1,305.6 

3,320.0 2,382.2 

107.0 102.9 

938.0 838.8 

869.5 789.4 

8.5 8.6 

307.7 328.4 

23.1 73.8 

27.7 40.8 

69.5 605.3 

66.8 26.4 

7.2 7.6 

51.5 475.2 

5,796.6 5,679.4 

5,168.4 5,056.6 

8.0 8.5 

3.7 3.6 

2.3 2.0 

16.5 15.7 

3,321 2,597 

5.90 5.86 

23.17 21.73 
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Figure 1. Renewable Portfolio Standard Credit Price, Policy Case 
(2005 cents per kilowatthour) 
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Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

If the proposed Policy were applied as an aggregate target for the two sectors, with credit 
trading allowed between the sectors (that is, 25 percent of the combined electricity and 
motor transportation fuels markets), the credit prices in the two sectors would converge to a 
common value. Currently, the electricity sector target is specified in cents per kilowatthour 
and the transportation sector target in dollars per gallon of ethanol. A joint target would 
require a common unit of comparison, as shown in Figure 2 for the Policy Case. 

Figure 2. Comparison of RFS and RPS Credit Prices in Common Units, Policy Case 
(2005 dollars per million Btu) 

2025 2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 
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The higher credit price in the transportation sector indicates that an aggregate target would 
encourage more compliance in the electricity sector and reduced compliance in the 
transportation sector. More than 25 percent of the electricity generated in the electricity 
sector would be from renewable fuels, and less than 25 percent of the motor transportation 
fuels would be biofuels. The shift in the compliance burden between sectors would tend to 
reduce the overall cost of compliance; however, EIA is not able to determine the impact of 
such a scheme without specification of a mechanism for inter-sector credit trading. 

Generation by Fuel 

In the Reference Case, coal-fired plants continue as the primary source of electricity, 
increasing from about 50 percent of total supply in 2005 to 53 percent in 2025 (Table 2). 
Both nuclear and natural gas plants provided 19 percent of total generation in 2005. Nuclear 
generation is projected to increase over the subsequent 20 years but at a slower rate than 
total generation, and so the share of generation from nuclear plants in 2025 falls to 16 
percent. Natural gas generation is projected to rise initially but then decline as natural gas 
prices increase. In 2025, the share of total generation from natural gas plants is projected to 
be about 19 percent-about the same share as in 2005. In 2030, nuclear power generation 
falls slightly from 2025 levels due to some age-related retirements, and its share of 
electricity generation falls to 15 percent. Natural gas power generation falls by about 6 
percent from 2025 levels as increasing natural gas prices erode its competitiveness, and its 
total market share falls to about 16 percent in 2030 (Table 2). 

Hydroelectric plants are the largest source of renewable generation, but production from 
existing facilities is not credited toward the RPS requirement. The share of hydroelectric 
generation declines in the Policy Case from about 6.5 percent of total supply in 2005 to 6 
percent in 2025. Nonhydropower renewables remain a small source of electricity in the 
Reference Case, but the corresponding share of total generation doubles from 2 percent in 
2005 to 4 percent in 2025. Biomass and wind plants represent the primary sources of 
nonhydropower renewable generation. Production from both these technologies more than 
triples between 2005 and 2025, although their share of total generation remains small 
throughout the projection. 

In general, biomass and wind electricity supplies are projected to represent the primary 
options for complying with the RPS. Although total wind capacity exceeds biomass 
capacity (Figure 3), biomass generation is considerably higher than the output from wind 
capacity (Figure 4) because of a higher biomass capacity factor. Dedicated biomass plants 
have higher utilization rates than wind plants, which are dependent on an intermittent 
resource. Also, biomass can be co-fired with coal in existing fossil steam units. 

In the Policy Case, biomass generation in 2025 and 2030 provides about one-half of the 
renewable generation required by the RPS (Table 2). Considerable increases in biomass 
electricity generation occur in virtually every region of the United States. Wind plants 
account for more than 35 percent of the RPS requirement in 2025 and 2030. Most of the 
wind capacity additions are expected to be built in the West and Midwest. More moderate 
increases are projected for geothermal, municipal solid waste, and hydroelectric 
technologies, which together supply about 10 percent of the needed renewable generation. 
Little change in solar generation is expected as a result of the RPS (Table 2). 

14 Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 

ED_00011 O_LN_Set200001302-00030 



FOIA 2014-009508 Interim 5 

Figure 3. Renewable Generation Capacity, Reference and Policy Cases 
(gigawatts) 
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Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Figure 4. Renewable Generation, Reference and Policy Cases 
(billion kilowatthours) 
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Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

The requirement for renewable generation specified in the RPS is expected to reduce 
electricity production from other fuel types. Compared to the Reference Case, coal-fired 
generation is about 24 percent lower in 2025 and 28 percent lower in 2030 in the Policy 
Case. Natural-gas-fired generation is 23 percent lower in 2025 and 11 percent lower in 2030 
in the Policy Case than in the Reference Case (Table 2). Similarly, nuclear generation is 
about 8 percent less in 2025 and 9 percent less in 2030. 

With biomass expected to be the leading renewable option for satisfying the RPS, the 
availability ofbiomass fuel supplies has a considerable impact on the ability of the electric 
power sector to comply with the RPS. Some biomass feedstocks can be used for both 
electricity production (dedicated biomass plants and co-firing in coal-fired plants) and 
cellulosic-based ethanol, and the respective sectors compete for those common resources in 
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order to comply with the RPS and RFS. If more economical supplies of imported ethanol 
were available, then less biomass fuel would be needed to produce cellulose-based ethanol, 
and more would be available for electricity generation. 

Carbon Dioxide Emissions 

In the Reference Case, C02 emissions resulting from electricity generation grow from 2,3 7 5 
million metric tons in 2005 to 3,046 million metric tons in 2025, an increase of almost 30 
percent (Table 2). The increase in emissions results from higher fossil fuel consumption, 
particularly coal. 

In the Policy Case, the increased penetration of renewable generating plants displaces some 
generation from fossil plants and slows the growth in C02 emissions (Table 2). C02 

emissions in 2025 total about 2,425 million metric tons, which represents a reduction of 
about 20 percent from the Reference Case and only a slight increase from 2005 levels. 

Electricity Prices 

In the Reference Case, electricity prices are expected to decline from 2005 to 2015 and then 
increase gradually, so that the prices in 2025 and 2030 are similar to the price in 2005 
(Table 2 and Figure 5). The initial decline in prices results from a corresponding decrease in 
fuel prices and comparatively few capacity additions (because some areas currently have a 
surplus of generating capacity). Between 2015 and 2025, fuel prices to electricity generators 
start to rise, and more new plants are required to meet projected increases in demand. 

Compared to the Reference Case, the cost of complying with the RPS in the Policy Case is 
projected to increase the price of electricity by about 3.3 percent and 6.2 percent in 2025 
and 2030, respectively (Table 2 and Figure 5). Although the increased renewable generation 
resulting from the RPS displaces fossil generation and results in lower fuel prices, that 
decrease is more than offset by the higher cost of building and operating renewable capacity 
per unit of output. 

The RPS could, however, result in lower electricity prices in some areas of the United 
States. The Western Regions have considerable renewable resources that could enable 
suppliers to provide renewable generation in excess of their own requirements and sell 
surplus credits to producers in other areas with less economical renewable options. The 
resulting revenue could more than offset the costs of building renewable plants in the West. 

Consumers' expenditures for electricity in the Policy Case are $9 billion higher than in the 
Reference Case in 2025 and $16 billion higher in 2030. The higher electricity bills are 
partially offset by lower consumer natural gas bills. Through 2022, however, electricity 
prices in the Policy Case are generally lower than in the Reference Case, because the cost of 
generation declines more than the cost of capital increases. 
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Figure 5. Electricity Prices, Reference and Policy Cases 
(2005 cents per kilowatthour) 
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Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A 

Relative to the Reference Case, end-use sector expenditures for purchased electricity rise 
while end-use sector expenditures for natural gas fall in the Policy Case. From 2009 through 
2030, cumulative expenditures for electricity (discounted at 7 percent) are $15 billion (0.4 
percent) higher and natural gas expenditures are $17 billion ( 1. 0 percent) lower in the 
Policy Case than in the Reference Case. 

End-Use Energy Consumption 

Consumers and businesses in all sectors of the economy are projected to reduce their 
electricity consumption and increase their direct use of fossil fuels in response to the higher 
delivered electricity prices in the Policy Case. These changes reduce overall energy 
consumption but raise consumers' energy bills. 

Residential and Commercial Sectors 

There is little change in residential and commercial energy consumption in 2025 in the 
Policy Case relative to the Reference Case. Lower electricity consumption is offset by 
increased natural gas consumption. In both sectors, total delivered energy usell in 2025 is 
0.1 percent lower in the Policy Case than in the Reference Case (Figures 6 and 7). 

Residential electricity demand is 0.5 percent lower and commercial electricity demand is 
0.3 percent lower in 2025 in the Policy Case than in the Reference Case, because electricity 
prices rise as suppliers pass along the costs of holding renewable credit permits and because 
of increased renewable fuel use. In 2030, electricity demand in the Policy Case is 1.0 
percent lower in the residential sector and 1.1 percent lower in the commercial sector than 
projected in the Reference Case. 

11Delivered energy does not include losses associated with the conversion and distribution of electricity. 
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Figure 6. Delivered Residential Energy Consumption, Reference and Policy Cases 
(quadrillion Btu) 
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Figure 7. Delivered Commercial Energy Consumption, Reference and Policy Cases 
(quadrillion Btu) 
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Increased use of renewable fuels leads to lower natural gas consumption in the electric 
power sector and, in tum, to lower natural gas prices in the Policy Case relative to the 
Reference Case. As a result, residential natural gas use is 0.2 percent higher and commercial 
natural gas use is 0.4 percent higher in 2025 in the Policy Case than in the Reference Case. 

In the commercial sector, petroleum liquids consumption is 1.2 percent lower in 2025 in the 
Policy Case than in the Reference Case as a result of higher commercial distillate fuel 
prices. Although the price of heating oil in the Policy Case is similar to that in the Reference 
Case, the price of diesel fuel for commercial engines is higher than in the Reference Case, 
leading to lower commercial demand for petroleum. 
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Annual residential and commercial energy expenditures are higher with implementation of 
the Policy proposal. Residential energy expenditures increase by 1.5 percent ($30 per 
household) in 2025 in the Policy Case relative to the Reference Case due to higher 
electricity prices. The change in commercial energy expenditures with enactment of the 
Policy proposals is similar to that in the residential sector. Commercial energy expenditures 
are 2.3 percent higher in 2025 in the Policy Case than in the Reference Case. 

Higher electricity prices relative to natural gas prices in the Policy Case lead to 2.3 percent 
more commercial natural-gas-fired combined heat and power (CHP) capacity in 2025 
relative to the Reference Case. In 2030, the higher relative electricity prices result in 19 
percent more natural-gas-fired CHP capacity in the Policy Case compared to the Reference 
Case. Higher electricity prices in the Policy Case also lead to more use of PV systems in the 
buildings sectors. Residential and commercial PV capacity in 2030 is 9.6 percent higher in 
the Policy Case than in the Reference Case. 

Industrial Sector 

Industrial energy consumption is higher in the Policy Case due to large increases in the use 
ofbiofuels and heat co-products for ethanol production. Total delivered industrial energy 
consumption is 33.9 quadrillion Btu in 2030 in the Policy Case, compared with 30.3 
quadrillion Btu in the Reference Case. The increase in industrial sector consumption of 
biofuels and natural gas in the Policy Case more than offsets a decline in coal use. In 2030, 
industrial consumption ofbiofuels and heat co-products increases from 0.8 quadrillion Btu 
in the Reference Case to 5.2 quadrillion Btu in the Policy Case, as a result of the increase in 
production of biomass-derived transportation fuels. Cellulosic ethanol production increases 
from 0.2 billion gallons to 31 billion gallons; the amount of com used to produce ethanol 
increases by 107 percent; and biodiesel production increases from 1.6 billion gallons to 4.8 
billion gallons. 

Increased ethanol production also results in a sharp increase in natural gas use for heat and 
power production at ethanol plants, which in 2030 increases from 0.3 quadrillion Btu in the 
Reference Case to 0.8 quadrillion Btu in the Policy Case. Natural-gas-fired CHP plants are 
also responsible for increased natural gas consumption, particularly in response to higher 
electricity prices after 2020. An additional4.3 gigawatts (18 percent) of natural-gas-fired 
CHP capacity is added in the Policy Case. Overall, industrial natural gas consumption 
averages 5 to 8 percent ( 400 to 600 trillion Btu) higher in the Policy Case than in the 
Reference Case (Figure 8). 

The increases in consumption of biofuels, heat co-products, and natural gas are partially 
offset by a drop in the use of coal to produce liquids and electricity in coal-to-liquids (CTL) 
plants. CTL liquids production in 2030 falls from 445 thousand barrels per day in the 
Reference Case to 202 thousand barrels per day in 2030 in the Policy Case. As a result, total 
coal use at CTL plants is reduced by 55 percent, from 112 million tons in the Reference 
Case to 51 million tons in the Policy Case. 

The net economic impact of the Policy Case is a reduction in industrial value of shipments, 
by 3.3 percent in 2030 compared with the Reference Case. All industries are adversely 
affected to some degree. Among manufacturing industries, petroleum refining has the 
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largest percentage decline in output (12 percent in 2030), followed by the aluminum 
industry (8 percent) and the steel industry (6 percent). 

Figure 8. Industrial Energy Consumption, Reference and Policy Cases 
(quadrillion Btu) 

2005 Reference Policy Reference Policy Reference Policy 
2020 2025 2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Transportation Sector 

In the transportation sector, total energy consumption in 2025 and 2030 in the Policy Case 
is slightly lower than in the Reference Case (Figure 9). Total transportation energy 
consumption increases from 28.1 quadrillion Btu in 2005 to 36.5 quadrillion Btu in 2025 
and 39.1 quadrillion Btu in 2030 in the Reference Case. Total transportation energy 
consumption in the Policy Case is 0.6 quadrillion Btu (1.5 percent) lower in 2025 and 1.0 
quadrillion Btu (2.6 percent) lower in 2030, as a result of reductions in freight travel (due to 
reduced industrial output) and in fuel use for light-duty vehicle travel (associated with 
higher driving costs). 

Ethanol and biodiesel consumption in the Policy Case represents a much larger share of 
highway liquid fuel use than in the Reference Case. On an energy basis, renewable fuels 
account for 5.0 percent and 5.6 percent of highway liquid fuel use in the Reference Case in 
2025 and 2030, respectively. In the Policy Case, renewable fuels account for about 20 
percent of highway liquid fuels consumption on an energy basis in 2025 and in 2030. 

To facilitate compliance with the renewable fuel supply and consumption mandate, policies 
consistent with those outlined in S.23, the Biofuels Security Act of 2007, were adopted in 
this analysis. S.23 stipulates minimum requirements for the manufacture of dual-fuel 
capable light-duty vehicles and the installation ofE85 fuel pumps by major oil companies at 
owned and branded stations. It requires that 100 percent of light -duty vehicles manufactured 
after 2016 must be dual-fuel capable and that 50 percent of owned and branded stations 
must install one or more pumps that dispense E85 fuel. However, two aspects of S.23 were 
not considered in this analysis: the requirement for specific minimum E85 sales volumes 
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and the provisions for Corporate Average Fuel Economy credits from the manufacture and 
sale of dual-fuel vehicles. 

Figure 9. Transportation Energy Consumption, Reference and Policy Cases 
(quadrillion Btu) 

2005 Reference Policy Reference Policy Reference Policy 
2020 2025 2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

EIA data indicate that approximately 50 percent of all retail fuel sales occur through owned 
and branded retail outlets, which equates to a consumer fuel availability value of 25 
percent. 12 Expected penetration rates of new dual-fuel vehicle sales and E85 fuel 
availability are illustrated in Figure 1 0. 

Although the Policy Case requires the installation of E85 fueling infrastructure to begin by 
2008 and reach the maximum share by 2017, the projections indicate that E85 will not 
become a cost-competitive alternative to gasoline until 2015. As a result, the projections 
indicate that the E85 infrastructure requirements considered in the analysis could be delayed 
by as much as 7 years. 

The cost of installing E85 retailing infrastructure and the associated impact on fuel cost and 
fuel retailer profitability were not considered in this study. An EIA analysis of the 
incremental cost associated with retrofitting an existing gasoline station to dispense E85 
indicates that the costs could vary widely, depending on the scale of the retrofit and the 
annual volume of E85 dispensed. 13 At 40 thousand gallons per year, the estimated 
incremental charge required to recover the cost over 15 years ranges from 8 cents per gallon 

121t was determined that retail sales volumes were a better indicator of the potential fuel availability to 
consumers than the number of retail outlets offering an alternative fuel. The intent of this assumption is to 
capture consumer access/through rates at regulated stations versus those not required to provide the alternative 
fuel. The retail sales volumes were determined by assuming that fuel marketers required to report on Form 
EIA-28 fit the owned and branded requirement defined in S.23 (see http://www.eia.doe.gov/emeu/perfpro/ 
btab30.html). 
13Energy Information Administration,Incremental Costs of Installing E-85 Dispensers at Gasoline Stations 
(Washington, DC, July 21, 2005). 
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for a minimal retrofit (tank cleaning and nozzle, hose, and filter replacement) to 29 cents 
per gallon for the replacement of the existing underground tank and dispenser with E85-
compatible equipment. As annual E85 pump volumes approach 50 percent of equivalent 
unleaded gasoline pump volumes (about 160,000 gallons per year), the incremental costs 
decrease significantly and could vary from 2 cents per gallon to 7 cents per gallon 
depending on the scale of the retrofit. The incremental costs per gallon are 2 to 3 times 
higher if the cost recovery period is reduced to 5 years. These estimates do not account for 
any gains or losses in revenues that may result from replacing an unleaded gasoline 
dispenser with an E85 dispenser. In the initial years of operation, fuel-related revenues are 
likely to be lower if an existing gasoline tank and dispenser are replaced with E85 
equipment. 

Figure 10. Minimum Requirements for New Dual-Fuel Light-Duty Vehicle 
Manufacturing and E85 Fuel Availability, Policy Case 
(percent of total) 

100% •Dual-Fuel Vehicles 

•E85 Fuel Availability 

0%--~~~~--------,-------~ 

2005 2010 2015 2020 

Source: National Energy Modeling System, run IRES2525.D060607 A. 

The incremental cost of adding an E85 dispenser at a new retail fuel facility is negligible in 
comparison with the cost of adding a new gasoline dispenser. If the conversion to E85 from 
an existing gasoline dispenser is made during the regularly scheduled cycle for gasoline 
tank and equipment maintenance and cleaning, the incremental cost of conversion to the 
E85 fuel dispensing capability ranges between a few percent and 50 percent of the cost for a 
conversion done outside the normal maintenance cycle. 

Also not addressed in this study are the costs and implications associated with developing 
an ethanol distribution network capable of moving in excess of 60 billion gallons of ethanol 
annually. The distribution costs represented here reflect an infrastructure designed to 
accommodate volumes expected under typical business-as-usual projections, which are 
significantly lower than the volumes addressed in this study. Distribution of ethanol in all 
cases is accomplished via truck, rail, and barge shipments, with costs varying by mode of 
travel and intra- or interregional considerations. 

Depending on the mode of travel and distance shipped, ethanol distribution costs vary from 
3.5 cents per gallon to 14.0 cents per gallon, excluding any additional costs that may be 
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incurred due to additional infrastructure development requirements, congestion, new 
distribution patterns, or legal issues related to an expanded ethanol distribution network. 
Also not considered are any distribution cost savings that could result from the installation 
of dedicated ethanol pipelines. 

Fuel Prices and Expenditures 

The 25-percent RFS policy raises consumer prices for gasoline and diesel in 2025 by about 
13 percent and 22 percent, respectively (Table 3). After 2025, the RFS percent ceases to 
change, reducing the upward pressure on gasoline and diesel prices. In 2030, gasoline and 
diesel prices in the Policy Case are about 11 percent and 17 percent higher, respectively, 
than in the Reference Case. 

Table 3. Transportation Sector Key Indicators and Delivered Energy Consumption 

2025 2030 

2005 Reference Policy Reference Policy 

Light-Duty Vehicles 

Billion Miles Traveled 2,721 3,930 3,869 4,323 4,230 

Efficiency- Miles Per Gallon 

Average For New Light-Duty Vehicles 25.2 29.1 29.1 29.4 29.7 

New Cars 30.0 33.5 33.8 33.9 34.5 

New Light Trucks 21.8 26.1 25.7 26.6 26.5 

Average, All Light-Duty Stock 19.7 21.9 21.7 22.3 22.4 

New Car Sales (thousands) 8,109 8,687 9,095 8,926 9,406 

New Light Truck Sales (thousands) 8,125 10,442 9,560 11,256 10,628 

Highway Energy Use (quadrillion Btu) 

Total Light-Duty Vehicles 16.9 21.6 21.5 23.3 22.9 

Automobiles 8.4 8.7 9.0 9.0 9.2 

Light Trucks 8.5 12.9 12.4 14.2 13.7 

Energy Use by Fuel (quadrillion Btu) 16.9 21.6 21.5 23.3 22.9 

Motor Gasoline 16.6 20.8 15.1 22.3 16.1 

Distillate Fuel Oil (Diesel) 0.3 0.7 0.1 0.9 0.1 

E85 0.0 0.01 6.24 0.02 6.69 

Total Transportation Consumption (quadrillion Btu) 28.1 36.5 36.0 39.1 38.1 

Key Transportation Fuel Prices (dollars per gallon) 

Average Gasoline Price 2.32 2.16 2.44 2.21 2.45 

Average Diesel Price 2.41 2.21 2.70 2.31 2.70 

Average E85 Price 2.19 2.22 1.89 2.23 1.91 

Transportation Energy Expenditures 2009-2025 2009-2030 

Cumulative Undiscounted Billion Dollars NA 8,493 8,759 11,552 12,113 

Discounted at 7 Percent NA 5,121 5,232 5,968 6,162 

Note: All prices are in 2005 dollars. 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 
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Unlike gasoline and diesel fuel prices, E85 prices in the Policy Case fall, because revenues 
from RFS credits reduce the price of ethanol production. E85 prices in the Policy Case are 
about 15 percent lower than those in the Reference Case in 2025 and 2030, despite the 
increased cost of ethanol production in the Policy Case. 

Transportation energy expenditures in the Policy Case are about $68 billion (12 percent) 
higher in 2025 and $50 billion (7.7 percent) higher in 2030 than in the Reference Case. 
Cumulative undiscounted consumer expenditures for transportation energy between 2009 
and 2025 are about $266 billion higher in the Policy Case than in the Reference Case. 

End-Use Carbon Dioxide Emissions 

In the Reference Case, total end-use C02 emissions increase from 5,945 million metric tons 
C02 equivalent in 2005 to 7,381 million metric tons in 2025 and 7,914 million metric tons 
in 2030 (Table 4). In the Policy Case, C02 emissions from the end-use sectors are 
significantly lower, because the average carbon intensity of the fuels used is lower. In 2025, 
total end-use C02 emissions are 13 percent (972 million metric tons) lower in the Policy 
Case than in the Reference Case, and in 2030 they are 14 percent (1,138 million metric 
tons) lower. 

Table 4. Carbon Dioxide Emissions by End-Use Sector 
(million metric tons carbon dioxide) 

2025 

Sector 2005 Reference 

Residential 1,254 1,531 

Commercial 1,051 1,461 

Industrial 1,682 1,893 

Transportation 1,958 2,497 

Total 5,945 7,381 

Policy 

1,304 

1,228 

1,710 

2,168 

6,409 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

2030 

Reference Policy 

1,614 1,360 

1,623 1,345 

2,013 1,777 

2,664 2,294 

7,914 6,776 

In the Reference Case, the transportation sector accounts for 33.8 percent of total C02 

emissions in 2025, followed by the industrial sector (25.6 percent), residential sector (20.7 
percent), and commercial sector (19.8 percent). C02 emissions from the electric power 
sector are assigned to each sector according to its share of electricity sales. Compared with 
the Reference Case, the reductions in C02 emissions in 2025 in the Policy Case are 
proportional to the change in energy consumption in the transportation sector. The 
transportation sector reductions account for 34 percent (329 million metric tons) of the total 
C02 reduction of 972 million metric tons in 2025 (Figure 11 ). 
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Figure 11. Carbon Dioxide Emissions by End-Use Sector, Reference and Policy Cases 
(million metric tons) 

10,000 1.========::::;---------------------------~ 
BEiectric Power 

8,000 
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4,000 

2,000 
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2005 Reference Policy Reference Policy Reference Policy 
2020 2025 2030 

Notes: Emissions associated with electricity consumption in the end-use sectors is reported under electric power. 
Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Primary Energy Impacts 

Increasing the use of renewable fuels in the electricity and motor fuels sectors would lead to 
higher overall primary fuel use, because additional energy would be needed to produce 
ethanol and because of the accounting conventions used to estimate the primary resources 
consumed in renewable electricity generation. For example, for wind, geothermal, and solar 
electricity generation, primary energy use is calculated by multiplying the renewable 
electricity generated by an assumed standard heat rate of 10,200 Btu per kilowatthour to 
derive a fossil-fuel equivalent. In these cases the measure can be somewhat misleading, 
because increased use of primary energy is often considered a negative attribute of policy. 
A more meaningful measure is total consumption of nonrenewable primary energy from 
coal, oil, and nuclear fuels. 

In the Policy Case for this analysis, total primary energy consumption from nonrenewable 
sources is 5.3 percent lower in 2020, 7.7 percent lower in 2025, and 8.6 percent lower in 
2030 than in the Reference Case (Figure 12). 

The 25-percent RPS policy leads to lower coal and, to a lesser extent, natural gas and 
nuclear fuel use in 2025 as generation from nonrenewable fuels is displaced by generation 
from renewable fuels. In the Policy Case, coal use is 3.1 quadrillion Btu (11 percent) lower 
in 2020, 6.1 quadrillion Btu (20 percent) lower in 2025, and 7.8 quadrillion Btu (23 percent) 
lower in 2030 than in the Reference Case. The change in natural gas and nuclear use is 
smaller than 10 percent in all years. 
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Figure 12. Primary Fuel Consumption, Reference and Policy Cases 
(quadrillion Btu) 

2005 Reference Policy Reference Policy 
2020 2025 

Note: "Other Liquid Fuels" includes all liquid fuels other than E85. 

Reference Policy 
2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

The percentage of nonrenewable fuel use declines in the Policy Case with the increasing 
RPS and RFS percentages but not as quickly as the RPS and RFS requirements rise. In the 
electricity generation sector, new renewable capacity displaces more efficient coal and 
natural gas capacity that would have been built in the Reference Case. Because the newer 
capacity would have been more efficient and would have been run at higher utilization rates 
than the older coal and natural gas units, the RPS actually increases the amounts of coal and 
natural gas consumed per kilowatthour of electricity generated. 

Nonrenewable liquid fuel use is also significantly lower in the Policy Case, because it is 
displaced by increased ethanol use in gasoline blending and E85 and increased biodiesel use 
in diesel fuel, including ethanol and biodiesel blends. Overall, nonrenewable liquid fuel use 
is 2.3 quadrillion Btu (5 percent) lower in 2020, 5.3 quadrillion Btu (11 percent) lower in 
2025, and 6.0 quadrillion Btu (12 percent) lower in 2030 in the Policy Case than in the 
Reference Case. 

In contrast, because of the increased production and use of E85 and biodiesel in the Policy 
Case, the amounts of biofuels used to produce heat and co-products and other renewable 
fuels are all significantly higher than in the Reference Case. In combination, the use of these 
fuels in the Policy Case is more than double that in the Reference Case in 2020 and 
approaches 3.5 times the Reference Case level in 2025 and 2030. 

Fuel Supply Impacts 

Petroleum and Renewable Fuels Impacts 

The provisions of the proposed RFS require that gasoline and diesel producers must either 
blend and sell an increasing percentage of renewable fuels or purchase enough credits to 
cover their sales of gasoline and diesel fuels. For the Reference Case, this implies a need for 
approximately of 34 billion gallons of renewable fuel in 2020, increasing to 66 billion 
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gallons in 2025.14 For 2026 and each year thereafter, the renewable fuels requirement would 
be proportional to 25 percent of total gasoline and diesel sales, including ethanol and 
biodiesel blends, in that year. In 2030, the Policy Case would require approximately 70 
billion gallons of biofuels to be consumed in the motor transport market. 

Under the RFS proposal, suppliers of gasoline, diesel, E85, and diesel blends would be 
obligated to hold one biofuel credit for every 4 gallons of motor fuel sold (e.g., gasoline, 
E10, E85, biodiesel blends, and diesel). For this study, ethanol and biodiesel are considered 
to be the only renewable fuels qualified to fulfill the RFS requirement. In contrast to the 
existing RFS, no additional credit is assigned to either fuel, depending on its feedstock or 
technology. 

Given the magnitude of the RFS requirement, gasoline blends containing up to 10 percent 
ethanol (E1 0) would not be sufficient to ensure compliance. Most gasoline-powered 
vehicles currently manufactured are warranted to operate on gasoline blends with ethanol 
content up to 10 percent. The use ofFFVs, which can operate on much higher 
concentrations of ethanol-currently, up to 85 percent (E85)-would be required. 15 In 2025, 
the market share of E85 in the gasoline pool is projected to increase from less than 1 percent 
in the Reference Case to almost 30 percent in the Policy Case (Figure 13). 

Figure 13. Composition of the U.S. Gasoline Pool, Reference and Policy Cases 
(billion gallons) 

250 

lliiEthanol Blended into Gasoline 

200 

150 

100 

50 

0 

2005 Reference Policy Reference Policy Reference Policy 
2020 2025 2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

14The quantity of motor gasoline consumed in 2025, including sales ofE85, is 197 billion gallons. The amount 
of diesel fuel consumed in 2025, as represented by sales ofultra-low-sulfurdiesel (ULSD) and biodiesel 
blends, is 65 billion gallons. 
15To address cold starting issues, the percentage of ethanol actually varies seasonally. The annual average 
ethanol content of 7 4 percent is used for the projections. 
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Many new light-duty vehicles powered by diesel fuel are warranted for up to 5 percent 
biodiesel. The reluctance of engine manufacturers to warranty higher blends stems from 
concerns about the wide range of product quality currently on the market. A campaign to 
improve the quality of the product significantly is assumed to mitigate such concerns to the 
point where the number of manufacturers willing to warrant certified B20 blends (a mixture 
of petroleum diesel and 20 percent biodiesel) will be sufficient to absorb the volumes of 
biodiesel available. 16 

Tables 5 and 6 and Figure 14 summarize the major impacts of the proposed RFS on the 
downstream market for liquid motor fuels. Relative to the Reference Case, the RFS 
requirement is projected to increase the consumption of renewable fuels by 21 billion 
gallons in 2020 and 50 billion gallons in 2025 in the Policy Case. The increase in biofuel 
consumption increases the cost of gasoline in the Policy Case by 10 cents per gallon in 2020 
and by 28 cents per gallon in 2025 (2005 dollars). For diesel fuel, the cost increases are 15 
cents per gallon in 2020 and 49 cents per gallon in 2025. The comparatively higher impact 
on diesel prices results in part from the lower average renewable content of diesel fuel. 17 

Each gallon of renewable fuel blended into a product lowers the number of credits needed 
and the price. As a result, diesel bears more of the cost of RFS compliance than motor 
gasoline on a per-gallon basis. 

Higher relative prices in the Policy Case contribute to a reduction in transportation fuel use. 
In the Policy Case, liquid motor fuels consumption is approximately 480 trillion Btu (about 
1.5 percent) lower than in the Reference Case in 2025 and about 940 trillion Btu (about 2.5 
percent) lower in 2030. 18 The combination of displacing petroleum volumes with renewable 
fuels and lowering consumer demand for petroleum products reduces the consumption of 
imported crude oil and petroleum products by approximately 0.8 million barrels per day in 
2020, 2.1 million barrels per day in 2025, and 2.4 million barrels per day in 2030. Domestic 
crude oil production is minimally affected in the Policy Case, but refinery gain is reduced 
due to reduced refining activity and natural gas liquids production falls with the reduction in 
natural gas production resulting primarily from the RPS. The import share of liquid fuel 
consumption, including ethanol imports, declines from about 60 percent in the Reference 
Case to about 51 percent in the Policy Case in 2025. 

Despite the drop in fuel use, consumer expenditures on liquid transportation fuels increase 
in the Policy Case by $28 billion in 2020,$69 billion in 2025, and $51 billion (2005 dollars) 
in 2030 compared with the Reference Case. 

The RFS credit price is $2.18 in 2025 and $2.02 per gallon in 2030 in the Policy Case. 

16Cummins (a manufacturer of on-highway tmck engines with significant market share) has approvedB20 
from BQ-9000 certified companies. BQ-9000 is the biodiesel industry's quality control program for biodiesel 
producers consistently meeting American Society of Testing Materials specification D-67 51. 
17The opportunities for large-scale biodiesel production-at the scale envisioned for either corn-based or 
cellulosic ethanol for this policy proposal-are limited, in part because ethanol receives the same credit price 
per gallon as biodiesel even though biodiesel contains considerably more energy per gallon, and because 
ethanol is expected to be cheaper to produce at quantities exceeding 5 billion gallons per year. 
18Because E85 has roughly 75 percent of the energy content of gasoline, energy units (rather than volume) are 
used in comparing fuel demand across cases. 
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Table 5. Liquid Fuels Supply Impacts of the Reference and Policy Cases 
2025 2030 

Supply and Disposition 2005 Reference Policy Reference 

Supply (million barrels per day) 

Net Crude Oil Imports 10.1 12.0 11.3 12.8 

Net Product Imports 2.5 2.9 1.8 3.5 

Ethanol Imports 0.01 0.2 0.5 0.2 

Domestic Ethanol Supply 0.3 0.6 3.5 0.8 

Net Import Share of Liquid Product (percent) 60.5 59.6 51.1 61.0 

Ethanol (billion gallons) 

Corn Based 3.9 9.0 25.5 12.0 

Cellulose Based 0.0 0.3 28.1 0.3 

Imports 0.1 3.3 7.7 3.5 

Ethanol Total 4.0 12.5 61.3 15.7 

Consumption (quadrillion Btu) 

E85 0.0 0.01 6.2 0.02 

Motor Gasoline 17.0 21.3 15.5 22.7 

Motor Diesel 6.0 8.6 7.7 9.6 

Transportation Liquid Fuels Subtotal 27.4 35.6 35.1 38.2 

All Liquid Fuels 39.5 48.1 47.3 51.0 

Delivered Petroleum Product Prices (2005 dollars per gallon) 

E85 2.19 2.23 1.89 2.23 

Ethanol Wholesale Price 1.80 1.64 2.76 1.67 

Motor Gasoline 2.32 2.16 2.44 2.21 

Motor Diesel 2.41 2.21 2.70 2.31 

Credit Price NA NA 2.18 NA 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Figure 14. Sources of Renewable Liquid Fuel Supply, Reference and Policy Cases 
(billion gallons) 
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Table 6. Renewable Fuels Summary for the Reference and Policy Cases 
2025 2030 

2005 Reference Policy Reference Policy 

RFS Results 

RFS Constraint (billion gallons) 3.5 9.0 66.0 9.8 70.4 

Credit Price 1 (dollars per gallon) NA NA 2.18 NA 2.02 

Ethanol (billion gallons) 

Corn Based Production 3.9 9.0 25.5 12.0 25.3 

Cellulose Based Production 0.00 0.25 28.0 0.25 31.3 

Imports 0.1 3.3 7.7 3.5 9.0 

Total 4.0 12.5 61.3 15.7 65.6 

Ethanol in E85 (billion gallons) 0.01 0.05 48.1 0.08 51.6 

Ethanol in Gasoline Blending 4.0 12.5 13.2 15.6 14.1 

Percent of Motor Gasoline Pool 2.9 7.0 31.2 8.2 31.2 

Blend Percent of Motor Gasoline 2.9 6.9 9.4 8.1 9.4 

Prices (2005 dollars) 

Corn Price (dollars per bushel) 2.29 3.00 6.50 3.17 6.21 

CD 4 Biomass Price (dollars per million Btu) 0.94 1.51 5.02 1.51 5.12 

Agricultural Impacts 

Total Com Crop (million bushels) 11,807 14,138 14,473 14,899 15,170 

Corn for Ethanol (million bushels) 1,323 3,363 9,228 4,433 9,174 

Fraction of Corn Going to Ethanol 11% 24% 64% 30% 60% 

Net Corn Exports (million bushels) 1,814 2,657 -1,871 2,099 -1,561 

Corn Acres (million acres) 74 77 79 77 78 

Corn Yield (bushels per acre) 160 183 183 194 194 

Biomass Supplied (million tons) <30 41 535 43 579 
1AII prices are in 2005 dollars. 
Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Ethanol Imports 

The United States recently passed Brazil to become the world's largest producer of fuel 
ethanol. In the past, Brazil has emphasized ethanol production from sugar cane for domestic 
use. More recently, representatives of the Brazilian government have expressed interest in 
exporting more ethanol, with the United States considered as an important potential 
market. 19 

Brazil currently cultivates sugar cane on about 6 million hectares of land (1 hectare= 2.47 
acres). About half of the cane is used to produce ethanol, and the other half is used to 
produce sugar for food use. Brazil's ethanol production in 2004 was 4.1 billion gallons, and 
its total exports were 635 million gallons, including 112 million gallons exported to the 
United States. 

Brazil has vast potential to increase ethanol production and exports. One recent study 
indicated that as much as 90 million more hectares of underutilized agricultural land is 

19"Gov. [Jeb] Bush Throws Support Behind Ethanol Initiative," The Miami Herald (December 19, 2006). 
See http://www .mre.gov. br/portugues/noticiario/intemacional!selecao _ detalhe.asp ?ID _ RESENHA =293 7 40& 
Imprime=on. 
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available.20 However, the investments needed to increase production capacity to 54 billion 
gallons in 25 years may be substantial.21 

Very high levels of biofuel consumption would be needed to meet the requirement of the 
proposed RFS policy (Figure 15), and it is possible that higher levels of ethanol imports 
could be a cost-effective way to meet part of the requirement. Currently, ethanol imported 
directly from Brazil is subject to a tariff of 54 cents (nominal) per gallon. The tariff on 
ethanol imports is scheduled to expire in 2010, and imports are projected to rise to 3.3 
billion gallons of ethanol in the Reference Case in 2025 from approximately 0.11 billion 
gallons in 2005. In the Policy Case, ethanol imports total 7.7 billion gallons in 2025, or 4.5 
billion gallons more than in the Reference Case (Table 6). 

Figure 15. Imports as Percent of Liquid Fuel Products Supplied, Reference and Policy Cases 
(percent of total supply) 
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Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Cellulosic Ethanol 

No commercial plant using cellulosic feedstock to produce ethanol is in existence today. 
IOGEN, a Canadian biotechnology firm, estimates that the cost of such a plant would be 
approximately $6 per gallon of capacity annually (2005 dollars) for a plant producing 50 
million gallons per year. 22 EIA estimates for its AE02007 reference case, and those used in 
this study, are based on the IOGEN estimate. 

As in AE02007, the capital costs in this analysis are adjusted for technological optimism 
(early estimates of constmction costs for first-of-a-kind plants tend to be optimistic) and 
learning-by-doing (constmction costs decline with manufacturing experience) in a manner 

2°Cambridge Energy Research Associates, Ethanol-Powered Brazil: The Land of Green Gold?, p. 13. 
21University ofCampinas, Sao Paulo, Brazil, Study of the Possibilities and Impacts of the Production of Large 
Quantities of Ethanol with the Aim to Partially Replace Gasoline in the World. 
22Quoted as "installed" capital cost for the facility. See "Not Your Father's Ethanol," Business Week (February 
21, 2005). 
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consistent with the treatment of other emerging technologies within NEMS. 23 Once the first 
few plants are built, with Federal incentives in this case, learning-by-doing reduces costs as 

. . 24 
expenence mcreases. 

Learning-by-doing assumes that production costs fall as manufacturing experience with the 
technology increases. The rate oflearning, however, depends on the newness and maturity 
of the component parts that make up the technology-the more mature the component parts, 
the slower the learning rate. 

For cellulosic ethanol, this study assumes that two-thirds of the capital costs would be 
represented by mature technologies or materials, such as the power plant; only elements 
such as the pre-treatment and hydrolization/fermentation units are subject to very rapid 
learning. After the addition of 200 units (equivalent to 10 billion gallons per year capacity), 
the capital cost in the EIA approach is approximately 83 percent of the base cost in 2012, 
and 66 percent of the estimated first-of-a-kind cost. The cumulative effect of applying 
EIA' s methodology results in an nth-of-a-kind plant cost for cellulosic ethanol of $5.14 per 
gallon per year. 

A widely quoted National Energy Renewable Laboratory (NREL) study by Aden et al. 25 

details an engineering study that estimates a capital cost of $3.39 per gallon per year. 26 

There are several important differences between the NREL and EIA estimates. First, the 
NREL study is an engineering analysis of an nth-of-a-kind plant, which assumes that 
several technological and engineering hurdles will be overcome, whereas EIA 's estimate is 
for a first-of-a-kind commercial plant. Second, the NREL study assumes a slightly larger 
plant (69.3 million gallons per year versus 50 million gallons per year). The economies of 
scale make the NREL study plant slightly less expensive. Finally, the total project 
economics in the NREL study were chosen to match the Department of Energy's target 
selling price of $1.07 per gallon (2000 dollars) to be achieved by 2010. Basing the future 
price on a research and development target raises the issue of uncertainty: investments in 
research and development cannot, statistically speaking, assure a successful outcome within 
a specific time frame. 

EIA's nth-of-a-kind plant cost estimate for cellulosic ethanol of$5.14 per gallon per year is 
51 percent higher than the NREL estimate for a similar but not necessarily identical plant. 
The EIA and NREL estimates of nth-of-a-kind capital costs illustrate the range of costs that 
may be realized, while the application of learning to the plant components illustrates the 
extent to which costs could decline if the technology merely evolved without further 
technological breakthroughs. Such breakthroughs could reduce the "footprint" of the plant 

23For example, http://www .eia.doe.gov/oiaf/aeo/overview /electricity .html,"technological optimism factor 
reflects the inherent tendency to underestimate costs for new technologies. The degree of technological 
optimism depends on the complexity of the engineering design and the stage of development," and EPRI, 
Technical Assessment Guide, Volume 1: Electricity Supply-1986, pp. B-18 to B-20. 
24See Energy Information Administration, Electricity Market Module Documentation, DOE/EIA-M068(2006), 
pp. 69-73, web site http://tonto.eia.doe.gov/FTPROOT/modeldoc/m068(2006).pdf. 
25 A. Aden, M. Ruth, K. Ibsen, J. Jechura, K. Neeves, J. Sheehan, and B. Wallace, Lignocellulosic Biomass to 
Ethanol Process Design and Economics Utilizing Co-Current Dilute Acid Prehydrolysis and Enzymatic 
Hydrolysis for Corn Stover, NREL/TP-510-32438 (June 2002). 
26Escalated by Chemical Engineering Plant Cost Index, from 2000 to 2005 constant dollars. 
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and lead to much greater cost reductions than currently projected by EIA. Such 
breakthroughs are not predictable, however, and assuming that they will occur would 
indicate a higher degree of technological progress than has been observed for other 

h 1 . 27 tee no og1es. 

Agriculture Market Impacts 

Dramatic increases in domestic production of com ethanol would be needed to meet the 
renewable fuels requirement in the Policy Case. Com ethanol production reaches 25 billion 
gallons in 2025 in the Policy Case, and U.S. com production is projected to be insufficient 
to meet the total demand for com at such high levels of ethanol production. 

Historically, the United States has been a large exporter of com, and in the absence of new 
policy it is projected to continue exporting com. But assuming that com and cellulose 
would be the only sources of ethanol, the United States would be required to import com or 
com products to meet demand in the Policy Case. For example, U.S. com exports total2.7 
billion bushels in 2025 in the Reference Case, whereas com imports total 1.9 billion bushels 
in 2025 in the Policy Case (Table 6). 

It is likely, however, that U.S. agriculture and biofuels markets would adjust to higher com 
prices in ways that would eliminate the need for com imports. For instance, feedstocks 
previously regarded as uneconomical might be used to produce ethanol or biodiesel (in the 
United States or elsewhere) to meet the requirement. Furthermore, the projections assume 
that com yields would continue to increase at historical rates, from 151 bushels per acre in 
2006 to 183 bushels per acre in 2025. Genetic improvements to com plants, however, may 
allow quicker yield growth or higher sugar/starch content. Any of these developments, 
which may be triggered by the relatively higher price of com, would lessen the need for 
com imports in the Policy Case. Alternatively, any com imports could be in the form of a 
wide range of finished and intermediate products that contain com. 

EIA models domestic ethanol production from com and cellulosic biomass and Brazilian 
ethanol production from sugar cane. It is possible that very high com prices could cause 
U.S. ethanol producers to tum to other starchy or sugary crops that EIA has not modeled, 
such as sugar cane, higher-starch com, sorghum, wheat, barley, sugar beets, potatoes, or 
cassava. Ethanol producers might also choose com wet-mill technology over com dry-mill 
technology to produce ethanol. Wet mills produce com oil, com gluten meal, and com 
gluten feed as co-products. The output of these products per bushel of com is more valuable 
than DDGS from a dry mill, but wet mills require higher capital expenditures. 

New com ethanol plants are assumed to be the dry-mill type, producing DDGS as a co
product. DDGS can be used as an animal feed supplement, but there are limits on its use, 
depending on the type of animal. At current levels of com ethanol production, DDGS is 
assumed to sell for the price of com on a weight basis. This analysis assumes that the 
DDGS value starts to fall in relation to com at a production level of 18 billion gallons. If the 
value ofDDGS falls sufficiently, it is assumed that the DDGS would be burned for process 

27 A. Me Donal and L. Scharattenhozer, "Learning Rates for Energy Technologies," Energy Policy, Vol. 29, 
No.4 (200l),pp. 255-261. 

Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 33 

ED_00011 O_LN_Set200001302-00049 



FOIA 2014-009508 Interim 5 

energy at the ethanol plant. In 2025, 78 million tons of DDGS is projected to be produced in 
the Policy Case, with 15 million tons used for process energy. 

There are many uncertainties about the agriculture market impacts of high levels of biofuels 
demand. The corn price in 2025 is projected to rise from $3.00 per bushel (2005 dollars) in 
the Reference Case to $6.50 per bushel in the Policy Case (Table 6). The higher corn prices 
would cause prices for other commodities to rise, and the increases would be reflected in 
food prices. In the short term, higher food prices would impose hardships on developing 
nations. In the longer term, however, farmers in the developing world could benefit from 
the increased demand for agricultural products, which would lead to more investment and 
more farm employment. Some investments could enable current subsistence farmers to 
market their surplus output. 

EIA models domestic biodiesel production from soybean, cottonseed, canola (edible 
rapeseed), sunflower oils, yellow grease, and animal fats. European biodiesel producers 
prefer industrial rapeseed oil for raw material, because it yields biodiesel with better cetane 
and cold flow properties than soybean oil biodiesel. Industrial rapeseed is not edible, 
however, which limits it potential market and marketability by farmers. U.S. farmers want 
as many markets for their crop as possible to enhance profits at minimum risk, and they 
tend to resist cultivation of crops specialized to one use. Farmers like the fact that 
conventional corn and soybeans can be sold for food or industrial use. 

The proposed RFS policy probably would result in added incentives for farmers to grow 
specialized biofuels crops beyond those incorporated in current modeling structures. It is 
possible that U.S. agriculture in the future will be better optimized for biofuels production. 
Finally, EIA also does not model biodiesel production from algae or jatrohpa, both of which 
promise higher yields of oil per acre of land than soybeans. 

Meeting the requirements of the proposed Policy could be more costly than indicated in this 
analysis if other nations also increased their requirements for renewable motor fuels. Japan, 
for example, recently mandated ethanol-blended gasoline, and the European Union has set a 
target of 5. 7 5 percent biofuels in fuels for light -duty vehicles. The proposed Policy would 
also be affected by the choices of other nations that produce and export biofuels. Brazil, the 
largest exporter of ethanol, and Indonesia and Malaysia, major exporters of palm oil that 
can be used to make biodiesel, might choose to use more of their production domestically to 
displace fossil fuels. 

Natural Gas Supply 

In the Policy Case, natural gas consumption declines in the electric power sector as natural 
gas generation is displaced by renewable energy sources (Table 7). In the industrial sector, 
natural gas consumption increases in the Policy Case, as more natural gas is used in the 
production of corn-based ethanol. Natural gas consumed in petroleum refining is included 
in the industrial natural gas consumption figures shown in Table 7. 
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Table 7. Natural Gas Consumption by Sector, 2030 
(trillion cubic feet) 

Consumption Category Reference Case 

Residential and Commercial 9.6 

Electric Power 5.9 

Industrial 8.6 

Petroleum Refining 1.2 

Other Consumption 2.0 

Total U.S. Consumption 26.1 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Policy Case 

9.6 

5.0 

9.1 

1.7 

1.9 

25.6 

The increase in natural gas consumption for com-based ethanol production in the Policy 
Case partially offsets the decline in natural gas consumption for electric power generation. 
As a result, total natural gas consumption and supply are projected to be only slightly (0.5 
trillion cubic feet) lower in the Policy Case than in the Reference Case (Tables 7 and 8). 

Table 8. Natural Gas Supply by Source, 2030 
(trillion cubic feet) 

Supply Category 

U.S. Natural Gas Production 

Net Pipeline Imports 

Net LNG Imports 

Supplemental Supply 

Total Natural Gas Supply 

Reference Case 

20.4 

0.9 

4.6 

0.1 

26.0 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Coal Supply 

Policy Case 

20.0 

0.9 

4.5 

0.1 

25.5 

Total coal production in the Policy Case is projected to be 23 percent (340 million tons) 
lower in 2025 and 25 percent ( 426 million tons) lower in 2030 than in the Reference Case 
(Figure 16). The impacts fall more heavily on coal production west of the Mississippi River, 
which meets most of the incremental demand for coal in the Reference Case. While the RFS 
also affects coal markets to some extent, the RPS for the electricity sector is the dominant 
influence that drives the shift away from coal in the Policy Case. 

The displacement of coal-fired electricity generation by renewable generation accounts for 
most of the reduction in coal consumption in the Policy Case relative to the Reference Case, 
and much of the remaining decline is attributable to decreased production of coal-based 
synthetic liquids. In 2025, coal-fired generation is 691 billion kilowatthours lower in the 
Policy Case than in the Reference Case, equal to 73 percent of the increase in renewable 
generation in 2025. In 2030, the decline in coal-fired generation in the Policy Case is even 
larger, amounting to 938 billion kilowatthours-equal to 93 percent of the increase in 
renewable generation in 2030 (see Table 2). 
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Figure 16. Coal Production by Region, Reference and Policy Cases 
(million short tons) 

2005 Reference Policy Reference Policy 
2020 2025 

Reference Policy 
2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Reduced output of coal-based synthetic liquids in the Policy Case results from lower 
demand for diesel and other petroleum products and a lower selling price for the excess 
electricity generated at CTL plants. Relative to the Reference Case, coal consumption at 
CTL plants in the Policy Case is 50 million tons lower in 2025 and 61 million tons lower in 
2030. 

Economic Impacts 

In the Policy Case, higher energy and food prices are projected to reduce economic activity 
(Table 9). Achieving 25-percent penetration of renewable fuels in both electricity 
generation and motor transportation leads to higher energy prices as consumers substitute 
more expensive renewable fuels for less expensive fossil fuels. Higher renewable fuel 
demand, in tum, increases the cost of key inputs and results in higher electricity and 
transportation prices. 

Impacts on Energy and Aggregate Prices 

Consumer energy prices in the Policy Case rise steadily for the first 10 years of the 
projection, to 13.0 percent above prices in the Reference Case-roughly one-quarter of the 
increase in overall consumer prices. The peak consumer price inflation occurs in 2025, 
when the renewable standards are met, then starts to subside. The inflation rate (year-to
year change in consumer prices) reaches 12.7 percent for consumer energy prices and 3.0 
percent for overall consumer prices in 2025. As energy prices begin to recede, overall 
consumer prices stabilize to approximately 3.0 percent above Reference Case levels. 
Wholesale prices show similar patterns: peaking in 2025, then starting to stabilize at higher 
levels after 2025 (Figure 17). 
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Table 9. Economic Impacts, Policy Case 

2020 2025 

2006 Reference Policy Reference Policy 

Components of GOP 
(billion 2000 dollars) 

GOP 11,415 17,082 17,060 19,670 19,595 

Consumption 8,083 12,010 11,989 13,732 13,693 

Investment 1,966 3,034 3,029 3,772 3,762 

Government 1,997 2,396 2,399 2,542 2,549 

Exports 1,299 3,588 3,571 4,902 4,836 

Imports 1,928 3,768 3,755 4,966 4,960 

Aggregate Prices in the Economy 

WPI- Fuel & Power (1982 = 1.0) 1.72 1.83 1.84 2.12 2.25 

CPI- Energy (1982/84 = 1.0) 2.03 2.17 2.25 2.51 2.79 

CPI- All Urban (1982/84 = 1.0) 2.02 2.60 2.63 2.90 2.98 

WPI- All commodities (1982 = 1.0) 1.66 1.81 1.85 1.94 2.06 

Inflation Rate, Unemployment Rate 
and Federal Funds Rate 

Inflation 3.56 1.83 2.09 2.26 3.02 

Unemployment Rate 4.72 4.46 4.56 4.54 4.70 

Federal Funds Rate 5.01 5.04 5.22 5.10 5.52 

Industrial Sector 
(billion 2000 dollars) 

Total Industrial 5,899 7,792 7,703 8,590 8,344 

Non-Manufacturing 1,557 1,847 1,802 1,937 1,859 

Manufacturing 4,342 5,945 5,901 6,654 6,485 

Energy-Intensive 1,186 1,431 1,416 4,528 1,470 

Non-Energy-Intensive 3,156 4,514 4,484 5,126 5,015 

Disposable Income 8,279 13,007 12,989 15,171 15,137 

Disposable Income Per Capita 27,632 38,582 38,529 43,248 43,153 

Note: WPI =Wholesale Price Index; CPI =Consumer Price Index. 
Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.D060607 A. 

Figure 17. Consumer and Producer Prices, Policy Case 
(percent change from Reference Case) 

2030 

Reference Policy 

22,496 22,427 

15,590 15,584 

4,737 4,797 

2,710 2,723 

6,586 6,439 

6,654 6,715 

2.42 2.57 

2.85 3.15 

3.23 3.34 

2.06 2.19 

2.27 2.24 

4.71 4.90 

5.19 5.25 

9,502 9,188 

2,022 1,955 

7,480 7,233 

1,635 1,565 

5,845 5,669 

17,530 17,529 

48,036 48,032 

Consumer Prices, Policy Case 
14.0%1.===============;----, 

..,All Urban Consumer Prices 

Wholesale Prices, Policy Case 
14.0%-r;::::==========~========:;--1 

..,Overall Wholesale Prices 
12.0% •Consumer Energy Prices 12.0% •Wholesale Price for Fuel and Power 

1 0.0%+-~~~~~~~~~~~~~~~~~--1 

-2.0% +-----,.-----....... ----r------.----1 -2.0°/o ·f-----,----...,----,-----r-----1 
2005 2010 2015 2020 2025 2030 2005 2010 2015 2020 2025 2030 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 
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GDP and Consumption Impacts 

In general, higher delivered energy prices relative to a baseline reduce real output for the 
economy, energy consumption, and, indirectly, real consumer spending for other goods and 
services due to lower purchasing power. In the Policy Case, higher energy prices result in 
lower aggregate demand for goods and services and lower real GDP relative to the 
Reference Case (Figure 18). In the Policy Case, total discounted GDP losses28 over the 2009 
to 2030 time period are $296 billion (-0.12 percent) relative to the Reference Case. After 
energy prices peak in 2025, both real GDP and consumption begin to return to baseline 
levels. 

Real GDP is a measure of what the economy produces; however, consumers ultimately are 
interested in their purchases of goods and services, or "consumption." GDP and 
consumption impacts of a proposed policy can differ if the policy leads to changes in the 
level and shares of the GDP: consumption, investment, government expenditures, and net 
exports. In the Policy Case, cumulative discounted consumption losses relative to the 
Reference Case are $149 billion (-0.09 percent). Consumption impacts, like GDP impacts, 
generally grow over time; however, as energy price increases subside, consumption begins 
to return to the respective reference cases. On an undiscounted basis, GDP and consumption 
losses are much larger29 (Figure 18). 

Figure 18. Real GOP and Consumption Impacts, Policy Case 
(cumulative change from Reference Case, billion 2000 dollars) 

Undiscounted Present Value @ 4% 

Source: National Energy Modeling System, runs IBASE.D060607 A and IRES2525.0060607 A. 

Industry and Employment Impacts 

As energy prices increase, the energy-intensive sectors, including food, paper, bulk 
chemicals, petroleum refining, glass, cement, steel, and aluminum, show greater losses than 

28The discount rate used to compute macroeconomic losses in GD P and consumption losses is 4 percent. 
29U sing the economic principle of discounting and the time value of money tends to weigh losses at the 
beginning of a period more than equal losses at the end of a period. For example, a dollar loss in 2030 is 
valued at about $0.45 in 2010 when discounted at 4 percent. 
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the rest of the industrial sectors, reaching 4.3 percent below the Reference Case in 2030 in 
the main Policy Case. Figure 19 shows output losses for the industrial sector as a whole and 
for the energy-intensive industries in the Policy Case. The industrial value of shipments in 
the energy-intensive industries is down by 4.3 percent relative to the baseline in 2030, as 
higher inflation and lower demand impact industrial activity. Total non-farm employment is 
down by 0.1 percent in 2030, as a result of lower industrial activity. 

Figure 19. Industrial Impacts, Policy Case 
(percent change from Reference Case) 
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4. Alternative Cases 

Chapter 2 described some of the analytic issues and uncertainties associated with an 
analysis of the proposed Policy-national implementation of a 25-percent RPS and a 25-
percent RFS by 2025. Chapter 3 summarized EIA' s analysis of the expected consequences 
of the Policy, using a Reference Case based on assumptions close to those of the AE02007 
reference case. This chapter describes analyses estimating the likely impacts of the same 
Policy in alternative cases, based on different assumptions about key uncertainties in the 
Reference Case. 

Assessment of the consequences of any potential policy or proposed legislation requires the 
selection of a reference case against which impacts are to be measured; however, the 
reference case chosen will inevitably include a variety of uncertainties, including most 
importantly the future path of national economic growth, energy prices, and the 
development and adoption of new technologies. Any change in reference case assumptions 
about the specific resolution of such uncertainties in a projection represents, in effect, a 
potential alternative reference case or "view of the world." For example, the high and low 
economic growth cases and the high and low price cases in AE02007 represent such 
potential alternative reference cases or outlooks. 

For this analysis, EIA chose three groups of key uncertainties to be examined, first by 
changing assumptions from those in the Reference Case-creating three "alternative 
reference cases"-and then by adding the policy assumptions to each of the alternative 
cases.30 The resulting six cases, which were summarized briefly in Chapter 1 (see Table 1), 
are as follows: 31 

• High Price Case: The High Price Case, modified from the AE02007 high price case 
to incorporate the same changes in assumptions that were made in the Reference Case 
for this study, uses more pessimistic assumptions for worldwide crude oil and natural 
gas resources. In this alternative reference case, world light, sweet crude oil prices in 
2030 are about 70 percent higher than projected in the Reference Case. 

• High Price Policy Case: Combines the High Price Case with model changes required 
to meet the Policy assumptions. 

• Low-Cost Ethanol Imports Case: This alternative reference case incorporates the 
same changes in assumptions that were made in the Reference Case for this study but 

30Typically, EIA tries to select pairs of alternative cases for its analyses that represent both more pessimistic 
and more optimistic assumptions about how key uncertainties will be resolved. In this analysis that was not 
possible, primarily because assumptions opposite to those used for the alternative cases described in this 
chapter -low price path for liquid fuels and natural gas, reduced availability and higher prices for ethanol 
imports, and slower rates for the development and adoption of renewable energy technologies (including 
reduced availability ofbiomass supplies)-wouldraise the cost of the policy substantially and, in all 
probability, make it outright impossible to achieve in some cases. 
31The High Price Case was specifically requested by Senator Inhofe. The Low-CostEthanol Imports Case and 
High Renewable Technology Case were added by EIA to demonstrate the impacts of two other key groups of 
parameters. 
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replaces the Reference Case ethanol import supply curves with more optimistic supply 
curves.32 

• Low-Cost Ethanol Imports Policy Case: Combines the Low-Cost Ethanol Imports 
Case with the Policy assumptions. 

• High Renewable Technology Case: This alternative reference case, which is also 
referred to as the High Technology Case, incorporates the same changes in 
assumptions that were made in the Reference Case for this study and in addition uses 
assumptions for advanced renewable generation technologies and cellulosic ethanol 
production from the AE02007 high renewables case, and a much larger biomass 
supply (see Appendix B, Figure B 1 ). 

• High Technology Policy Case: Combines the High Technology Case with the Policy 
assumptions. 

Measuring and Interpreting the Relative Impacts of the Policy 

In this chapter, each of the three alternative reference cases has an associated policy case. 
Each alternative reference case (without the Policy assumptions) represents an alternative 
outlook for the U.S. energy economy, which in tum ultimately determines the magnitude of 
the energy and economic costs when the proposed Policy is added to it. In comparing the 
impacts of the Policy on the alternative reference cases, the appropriate comparison is 
between the paired reference and associated policy cases because they represent the same 
basic outlook for everything except the Policy. Comparisons between one reference case 
and the policy case for a different reference case with the Policy imposed are generally 
inappropriate. For example, comparison of gasoline prices in the Reference Case described 
in Chapter 3 with gasoline prices in the High Price Policy Case would be inappropriate 
because it would overstate the costs of the Policy. Similarly, comparison of gasoline prices 
in the Reference Case with gasoline prices in the High Technology Policy Case would also 
understate the costs of the Policy, unless there is a strong basis for claiming that the more 
favorable technology menu in the High Technology Policy Case is available only as a direct 
result of the Policy. 

Absent a direct link between the scenario assumptions and the Policy examined in this 
report, the appropriate measure of the effects of the Policy under different sets of underlying 
assumptions is the change in a given projection (such as gasoline prices) in an alternative 
policy case from the same projection in the corresponding alternative reference case. The 
impact estimates provided in this chapter reflect this approach. 

32While the Low-CostEthanol Import Case shows slightly greater ethanol imports (3 .4 billion gallons in 2025) 
than the Reference Case (3 .3 billion gallons in 2025), little else changes relative to the Reference Case. 
Consequently, results from the Low-Cost Ethanol Imports Case generally are omitted from the tables and 
figures in this chapter. 
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Electricity Sector Impacts 

In the three alternative reference cases presented in this chapter, renewable energy is more 
competitive than in the main Reference Case, because the assumptions in the alternative 
cases either lower the cost of renewable energy or raise the cost of fossil energy. Low-cost 
ethanol imports or more rapid progress in the development and adoption of renewable 
technologies would lower the cost of renewable energy; higher oil and natural gas prices 
would raise the prices of the fossil fuels that compete with renewables. In each of the 
corresponding policy cases, the projections for RPS credit prices and the impacts on 
electricity prices are lower than those in the main Policy Case (Table 1 0). 

In the Low-Cost Ethanol Imports Policy Case, the availability of low-cost ethanol imports 
reduces the use of domestic biomass by U.S. ethanol producers and makes more biomass 
available to power producers. In the High Price Policy Case, higher oil and natural gas 
prices reduce the incremental costs of increasing renewable fuel use in power generation, 
thus reducing the cost of complying with the 25-percent RPS. Similarly, in the High 
Technology Policy Case, more rapid improvement in the cost and performance of new 
renewable technologies makes those technologies more economically attractive and lowers 
RPS compliance costs. 

RPS Credit Prices 

In the main Policy Case, the RPS credit price rises sharply between 2020 and 2025 as the 
required renewable generation share grows to the 25-percent target (Figure 20). The RPS 
credit price in the Policy Case peaks at about 4.8 cents per kilowatthour in 2025 and then 
generally hovers between 3.8 and 4.6 cents per kilowatthour thereafter. The same general 
pattern is seen in the alternative policy cases, but the RPS credit prices tend to peak at a 
lower level in 2025 and then fall after 2025: 

• In the Low-Cost Ethanol Imports Policy Case, the RPS credit price peaks at 4.3 cents 
per kilowatthour in 2025, then falls to a level of2.5 to 3.0 cents per kilowatthour from 
2025 to 2030. U.S. ethanol producers use less biomass in this case because of the 
lower-cost ethanol imports. The resulting increased availability of lower-cost biomass 
to power producers reduces their need for more expensive renewables after 2025. 

• In the High Price Policy Case, the RPS credit price peaks at 4.6 cents per kilowatthour 
in 2025 and then generally hovers between 3.2 and 3.5 cents per kilowatthour between 
2025 and 2030. The higher oil and natural gas prices after 2025 in the High Price Case 
(compared to the Reference Case) reduce the credit price that is needed to stimulate 
renewable technology options for complying with the 25-percent RPS. 

• In the High Technology Policy case, RPS credit prices are much lower than in the 
Policy Case, peaking at 3.4 cents per kilowatthour in 2025 and falling to 1.3 cents per 
kilowatthour in 2030. More rapid improvement in renewable generation technologies, 
particularly the biomass generation technology, is the key factor leading to the lower 
RPS credit prices in this case. In fact, generation from biomass combustion in 
dedicated plants in the High Technology Case, without the 25-percent RPS 
requirement, is more than three times the projected level in the Reference Case in 
2025, making the additional requirements in the High Technology Policy Case less 
difficult to meet. 
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Table 10. Summary of Electricity Sector Impacts of Alternative Policy Cases, 2025 

Low-Cost 
Ethanol High 
Imports High Price 

2005 Reference Policy Policy Price Policy 

RPS Credit Price 
(2005 cents per kilowatthour) NA NA 4.8 4.3 NA 4.6 

Capacity (gigawatts) 

Coal Steam 315 406 323 323 442 353 

Other Fossil Steam 121 88 81 82 75 77 

Combined Cycle 177 210 196 196 194 195 

Combustion Turbine/Diesel 133 135 146 140 128 140 

Nuclear Power 100 112 103 103 122 103 

Pumped Storage 21 21 21 21 21 21 

Other 0 6 8 7 5 6 

Conventional Hydropower 81 81 86 83 81 84 

Geothermal 2 3 9 6 3 8 

Municipal Solid Waste/Landfill Gas 4 4 6 5 4 5 

Wood and Other Biomass 7 10 75 90 11 80 

Solar1 1 2 2 2 2 2 

Wind 10 18 131 98 18 123 

Other Industrial Capacity> 18 31 33 33 27 28 

Total 988 1,127 1,220 1,190 1,134 1,224 

Generation (billion kilowatthours) 

Coal 2,015 2,853 2,162 2,163 3,108 2,360 

Petroleum 122 105 101 100 91 87 

Natural Gas 752 1,001 768 770 695 604 

Nuclear Power 780 886 815 815 967 815 

Pumped Storage/Other 13 8 8 8 8 8 

Conventional Hydropower 265 308 328 319 308 322 

Geothermal 15 22 66 47 24 59 

Municipal Solid Waste/Landfill Gas 23 27 40 35 27 35 

Dedicated Biomass 30 57 536 646 62 568 

Biomass Co-Firing 7 67 84 110 78 88 

Solar1 1 4 4 4 5 5 

Wind 15 51 425 326 52 408 

Total 4,038 5,389 5,338 5,343 5,424 5,358 

Electricity Prices and Sales 

Electricity Sales (billion kilowatthours) 3,660 4,826 4,778 4,785 4,813 4,778 

Retail Electricity Price (2005 cents per kWh 8.10 7.99 8.26 8.26 8.25 8.48 

Electric Sector Emissions 

Sulfur Dioxide (million short tons) 10.21 3.72 3.56 3.51 3.57 

Nitrogen Oxides (million short tons) 3.60 2.25 1.93 2.03 2.19 

Mercury (short tons) 51.25 16.86 16.86 17.35 15.79 

Carbon Dioxide (million metric tons) 2,375 3,046 2,425 2,428 2,964 

Fuel Prices (2005 dollars) 

Natural Gas Wellhead Price (dollars per mcf) 7.51 5.54 5.47 5.45 6.73 

Coal Minemouth Price (dollars per ton) 23.34 21.83 21.34 20.83 24.14 

11ncludes solar thermal power, utility-owned photovoltaics, and distributed photovoltaics. 
21ncludes capacity in the industry sector fueled by petroleum, natural gas, or other gaseous fuels. 
3mcf = thousand cubic feet. 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES252HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 
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Electricity Prices 

The projected increases in electricity prices between the three alternative reference cases 
and their corresponding policy cases are generally smaller than the increase between the 
main Reference Case and the Policy Case (Figure 21 ). In the Policy Case, electricity prices 
reach 8.3 cents per kilowatthour in 2025, 0.3 cents per kilowatthour (3.3 percent) higher 
than in the Reference Case; and in 2030, the price difference between the Reference Case 
and the Policy Case grows to 0.5 cents per kilowatthour (6.2 percent). In the Low-Cost 
Ethanol Imports Policy Case, electricity prices are also 0.3 cents per kilowatthour (3.5 
percent) higher in 2025 than in the Low-Cost Ethanol Imports Case, but the difference does 
not change by much after 2025. In the High Price Policy Case, electricity prices are 0.2 
cents per kilowatthour (2.9 percent) higher than in the High Price Case in 2025 and 0.4 
cents per kilowatthour ( 4.8 percent) higher in 2030. 

Figure 20. RPS Credit Prices in Alternative Policy Cases 
(2005 cents per kilowatthour) 

1 o.o T;::======================:::::;-------, 

8.0 

0.0 

Policy Case 

High Price Policy Case 

High Tech Policy Case 

Low-Cost Ethanol I 

2020 2025 2030 

Source: National Energy Modeling System, runs IRES2525.0060607A, IRES2525LCB.D060607A, IRES2525HP.D060607A, 
and IRES2525HT.D060607A 

The importance of assumptions about technological progress is illustrated by their impact 
on electricity prices in the High Technology Policy Case: electricity prices in the High 
Technology Policy Case are only 0.1 cent per kilowatthour higher than prices in the High 
Technology Case in 2025, and there is virtually no difference in electricity prices between 
the two cases in 2030. In the High Technology Policy Case, new renewable technologies, 
particularly biomass, are competitive with nonrenewable generating technologies. 

Electricity Generation by Fuel 

Renewable generation in the alternative policy cases is generally similar to that in the main 
Policy Case (Figure 22). In all the alternative policy cases, there are very large increases in 
biomass and wind generation and smaller increases in geothermal and conventional 
hydroelectric generation, relative to the corresponding reference cases. The competition 
between biomass and wind to supply the generation needed to comply with the 25-percent 
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RPS does vary slightly among the alternative policy cases. In the Low-Cost Ethanol Imports 
Policy Case, where lower cost biomass is available to the power sector, there are larger 
increases in biomass electricity generation than are projected in the main Policy Case 
relative to the Reference Case. 

Figure 21. Electricity Prices in Alternative Policy Cases, 2025 and 2030 
(cents per kilowatthour) 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IRES2525LCB.D060607A, 
IHIPRICE.D060607A, and IRES2525HP.D060607A. 

Figure 22. Renewable Generation in 2025 in Alternative Cases 
(billion kilowatthours) 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IRES2525LCB.D060607A, 
IHIPRICE.D060607A, and IRES2525HP.D060607A. 
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Transportation Sector Impacts 

Demand for transportation services is responsive to changes in fuel prices; however, the 
projected impacts on travel and fuel economy in the policy cases relative to their respective 
reference cases are minimal, because there are only minor fuel price changes between the 
reference cases and the associated policy cases. Transportation fuel prices vary the least 
between the High Price Case and High Price Policy Case and between the High Technology 
Case and the High Technology Policy Case (Table 11 ). As a result, travel demand and fuel 
economy show only marginal impacts, and the change in total transportation energy 
consumption in 2025 varies by only about 0.5 percent, across the paired reference and 
policy cases. 

Table 11. Transportation Sector Key Indicators and Delivered Energy Consumption, 2025 

2005 I Reference I Policy igh 
c~ High Price +i 

Pric Policy igh Tee 

Light-Duty Vehicles (LDVs) 

Billion Miles Traveled 2,721 3,930 3,869 3,664 3,641 3,935 

Efficiency (miles per gallon) 

Average for New LDVs 25.2 29.1 29.1 31.6 31.0 29.0 

New Cars 30.0 33.5 33.8 35.8 35.7 33.5 

New Light Trucks 21.8 26.1 25.7 27.9 26.9 26.1 

Average: All LDV Stock 19.7 21.9 21.7 23.1 22.9 21.7 

New Car Sales (thousands) 8,109 8,687 9,095 10,255 10,127 8,631 

New Light Truck Sales (thousands) 8,789 11,266 10,364 9,626 9,408 11,336 

Highway Energy Use (quadrillion Btu) 

All LDVs 16.9 21.6 21.5 18.9 19.4 21.7 

Automobiles 8.4 8.7 9.0 9.0 9.0 8.7 

Light Trucks 8.5 12.9 12.5 9.9 10.3 12.9 

Energy Use by Fuel (quadrillion Btu) 16.9 21.6 21.5 18.9 19.4 21.7 

Motor Gasoline 16.6 20.8 14.4 17.9 13.4 20.9 

Distillate Fuel Oil (Diesel) 0.3 0.7 0.1 0.8 0.1 0.7 

E85 0.0 0.0 6.2 0.0 5.8 0.0 

Total Transportation Energy Demand 
28.1 36.5 36.0 33.3 33.5 36.6 (quadrillion Btu) 

Key Transportation Fuel Prices (dollars per gallon) 

Average Gasoline Price 2.32 2.16 2.44 3.06 3.20 2.12 

Average Diesel Price 2.41 2.21 2.70 2.96 3.27 2.22 

Average E85 Price 2.19 2.22 1.89 2.51 2.49 2.15 

Transportation Energy Expenditures, 2009-2025 

Cumulative Undiscounted Billion Dollars NA 8,493 8,759 10,773 10,924 8,482 

Discounted at 7 Percent NA 5,121 5,232 6,396 6,462 5,117 

Note: All prices are shown in 2005 dollars. 
Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES252HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 
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Because renewable fuels are more competitive in the High Price Case and the High 
Technology Case than in the Reference Case, the RFS credit price is highest in the Policy 
Case (Table 12). Consequently, in the Policy Case, gasoline prices in 2025 are 13 percent 
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higher and diesel prices are 22 percent higher than projected in the Reference Case, whereas 
in the High Price Policy Case gasoline and diesel prices in 2025 are 5 percent and 10 
percent higher, respectively, than in the High Price Case, and in the High Technology Case 
gasoline and diesel prices in 2025 are 7 percent and 12 percent higher, respectively, than 
projected in the High Technology Case. Unlike gasoline and diesel fuel prices, E85 prices 
are lower in the policy cases than in the corresponding reference cases, because revenues 
from the credits are assumed to be used to reduce the cost of ethanol production. 

Because the Policy Case has the highest RFS credit prices and the largest relative increases 
in fuel prices, it also has the largest increase in transportation energy expenditures. 
Compared with the Reference Case, transportation energy expenditures in 2025 are $68 
billion (about 12 percent) higher in the Policy Case. Compared with the High Price Case, 
transportation energy expenditures in 2025 are $43.1 billion (about 6 percent) higher in the 
High Price Policy Case. And compared with the High Technology Case, transportation 
energy expenditures in 2025 are $35 billion (about 6 percent) higher in the High 
Technology Policy Case. From 2009 to 2025, cumulative undiscounted transportation 
energy expenditures by consumers are $266 billion higher in the Policy Case than in the 
Reference Case, $151 billion higher in the High Price Policy Case than in the High Price 
Case, and $132 billion higher in the High Technology Policy Case than in the High 
Technology Case-again illustrating that the starting point (reference case) and the pace of 
technological progress can have significant impacts in determining the projected effects of 
policy changes on energy expenditures. 

Table 12. Liquid Fuels Supply Impacts in Alternative Policy Cases, 2025 
High Price 

2005 Reference Policy igh Pric Policy High Tech 

Supply Balance (million barrels per day) 

Net Crude Oil Imports 10.0 12.0 11.3 9.8 9.5 12.0 

Net Product Imports 2.5 2.9 1.8 1.7 1.1 2.8 

Ethanol Imports 0.01 0.2 0.5 0.3 0.5 0.2 

Domestic Ethanol Supply 0.3 0.6 3.5 0.8 3.2 0.8 

Net Import Share of Liquids 60.5 59.6 51.1 49.6 44.2 59.0 

Ethanol (billion gallons) 

Corn-Based 3.9 9.0 25.6 11.9 24.1 8.7 

Cellulosic 0.00 0.25 28.1 0.2 24.6 4.0 

Imports 0.1 3.3 7.7 2.9 7.5 3.0 

Total 4.0 12.5 61.3 15.1 56.2 15.8 

Consumption (quadrillion Btu) 

E85 0.00 0.01 6.2 0.02 5.8 0.01 

Motor Gasoline 17.0 21.3 15.5 18.3 13.8 21.3 

Transportation Liquid Fuels 27.4 35.6 35.1 32.4 32.6 35.6 

All Liquid Fuels 39.5 48.1 47.3 44.3 44.2 48.1 

Delivered Liquid Fuel Product Prices (2005 dollars per gallon) 

E85 2.19 2.22 1.89 2.51 2.49 2.15 

Ethanol Wholesale Price 1.80 1.64 2.76 1.68 2.73 158 

Motor Gasoline 2.32 2.16 2.44 3.06 3.20 2.12 

RFS Credit Price NA NA 2.18 NA 1.46 NA 

Total Energy Expenditures (billion 2005 dollar ) 907 1,236 1,317 1,460 1,513 1,231 

Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES252HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 
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Primary Energy Consumption 

Differences in primary energy consumption between the respective reference and policy 
cases are similar across the cases (Figure 23). The largest difference is between the High 
Technology Case and the High Technology Policy Case, where industrial sector use of 
biofuels heat and co-products in 2030 is 4.8 quadrillion Btu higher in the High Technology 
Policy Case than in the High Technology Case because of the lower costs and higher 
availability of biomass supplies compared to the other reference and policy cases. 

Primary energy consumption in 2025 increases in all the policy cases relative to their 
respective reference cases, by between 3.0 and 4.5 quadrillion Btu, because coal- and 
natural-gas-fired generating capacity is replaced by renewable capacity to meet the policy 
mandates.33 With the large buildup of renewable generation capacity, more efficient 
generation technologies using natural gas and coal are not added, and the average efficiency 
of all fossil-fired generation is reduced. On the other hand, industrial natural gas 
consumption increases as more ethanol production facilities begin operating. 

Figure 23. Change in Primary Energy Consumption Across the Cases, 2025 and 2030 
(quadrillion Btu) 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES252HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 

Fuel Supplies 

Fuel supply projections from the Reference Case, High Price Case, and High Technology 
Case are summarized and compared with projections from the corresponding policy cases in 
Table 12 (for liquid fuels) and Table 13 (for renewable fuels). As noted earlier, the starting 
point (assumptions) for each case matters greatly. That is, the assumptions for the different 
reference cases, without the policy requirements, determine the magnitude of the energy and 
economic impacts when the policy requirements are added. 

33 A portion of the projected increase in primary energy consumption is due to the accounting framework used 
to translate wind, geothermal, solar energy used for electricity generation to primary resource equivalents. The 
accounting framework equates a kilowatthour of generated electricity to primary energy by multiplying by a 
constant but somewhat arbitrary heat rate that is close to the fossil fuel generation system average. 

Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 49 

ED_00011 O_LN_Set200001302-00065 



FOIA 2014-009508 Interim 5 

Table 13. Renewable Fuels Summary for the Reference and Policy Cases, 2025 
High Price 

2005 Reference Policy igh Pric Policy High Tech 

RFS Results 

RFS Constraint (billion gallons) 3.5 9.0 66.0 8.4 61.0 9.0 

RFS Credit Price (2005 dollars per gallon) NA NA 2.18 NA 1.46 NA 

Ethanol (billion gallons) 

Corn-Based 3.9 9.0 25.5 11.9 24.1 8.7 

Cellulosic 0.00 0.25 28.0 0.25 24.6 4.0 

Imports 0.1 3.3 7.7 2.9 7.5 3.0 

Total 4.0 12.5 61.3 15.1 56.2 15.8 

Ethanol Used in E85 0.01 0.05 48.1 0.1 44.4 0.1 

Ethanol Used in Gasoline Blending 4.0 12.5 13.2 15.0 11.9 15.7 

Ethanol Percent of Motor Gasoline Pool 2.9 7.0 31.2 9.7 31.7 8.8 

Blend Percent of Motor Gasoline Pool 2.9 6.9 9.4 9.5 9.6 8.6 

Prices (2005 dollars) 

Corn Price (2005 dollars per bushel) 2.29 3.00 6.50 3.27 6.14 2.99 

Census Division 4 Biomass Price 
0.94 1.51 5.02 1.51 4.95 1.50 

(2005 dollars per million Btu) 

Agricultural Impacts 

Total Com Crop (million bushels) 11,807 14,138 14,473 14,201 14,449 14,313 

Corn for Ethanol (million bushels) 1,323 3,363 9,228 4,462 8,805 3,247 

Percent of Corn Going to Ethanol 11 24 64 31 61 23 

Net Corn Exports (million bushels) 1,814 2,657 -1,871 1,809 -1,544 2,747 

Com Acres Harvested (million acres) 74 77 79 77 79 77 

Corn Yield (bushels per acre) 160 183 183 183 183 183 

Biomass Supplied (million tons)1 <30 41 535 48 529 126 

1Biomass Supplied excludes wood and wood waste, which may be used for biomass power generation. 
Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES252HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 
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For example, if the price of fossil fuels rose rapidly to three times the Reference Case 
levels, and the potential for building new U.S. nuclear capacity were significantly limited, 
the incremental cost of the policy through 2030, all else being equal, would be negligible, 
because renewable generating technologies would probably be economical without any 
additional incentives. On the other hand, if fossil fuel prices fell to less than $20 per barrel 
and wellhead natural gas prices to $2.00 per thousand cubic feet, all else being equal, the 
incremental cost of the policy would be considerably higher than projected in the Policy 
Case for this analysis. 

World oil prices and U.S. natural gas prices, the rate of improvement in renewable 
generation and cellulosic ethanol technologies, and the availability and prices of domestic 
biomass and imported ethanol are key determinants of the cost of implementing the 25-
percent RPS and RFS policy in this analysis. The High Price Case represents an alternative 
view of the future with significantly higher world oil and domestic natural gas prices. The 
High Technology Case represents a view that incorporates the Reference Case assumptions 
in all areas except renewable technology development, the availability of low-cost biomass 
supplies, and the rate of technological progress in developing cellulosic ethanol technology. 

The other uncertainty examined for this analysis is the availability of imported ethanol at 
low cost. The Low-Cost Ethanol Imports Case, in addition to incorporating all the 
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Reference Case assumptions, assumes the availability of large quantities of ethanol imports. 
As expected, the impacts of the Policy on this case are dramatic: a projected 20.7 billion 
gallons of ethanol is imported in 2025 in the Low-Cost Ethanol Imports Policy Case, 
compared with 3.4 billion gallons in the Low-Cost Ethanol Imports Case, 7.7 billion gallons 
in the Policy Case, and 3.3 billion gallons in the Reference Case. The dramatic increase of 
ethanol imports in the Low-Cost Ethanol Imports Policy Case delays the need for 
accelerated development of domestic production facilities for com-based and cellulosic 
ethanol and makes more domestic biomass available for use in electricity generation. As a 
result, the projected RPS and RFS credit prices are lower than those in the Policy Case, and 
the impacts on electricity and motor fuel prices are smaller. 

High Price Policy Case 

Price increases in High Price Policy Case (relative to the High Price Case) are smaller than 
the price increases between the Reference Case and the Policy Case, because the price of 
liquid petroleum products in the High Price Case is higher than those in the Reference Case 
and closer to the prices of the renewable fuels that replace them. As such, the shift to 
alternative motor transport fuels in the High Price Policy Case results in a smaller price 
increase relative to the High Price Case than is seen in the Policy Case relative to the 
Reference Case. 

By themselves, the assumptions of the High Price Case induce an additional 2.9 billion 
gallons per year (32 percent) of com ethanol production, even as the total demand for liquid 
fuels falls from 48.1 to 44.3 quadrillion Btu (-7.9 percent) (Figure 24). However, the 
product prices in the High Price Case are not high enough by themselves to induce the 
building of cellulosic ethanol production facilities. Consumer energy expenditures in the 
High Price Case are $224 billion (18 percent) above those in the Reference Case in 2025, 
whereas in the Policy Case consumer expenditures are only 7 percent above those in the 
Reference Case. In addition, the increase in consumer energy expenditures in the High Price 
Policy Case relative to the High Price Case in 2025, $53 billion, is 35 percent smaller than 
the increase in the Policy Case relative to the Reference Case (again, showing that the 
starting point matters). 

In the High Price Policy case, renewable fuels are more competitive with petroleum fuels 
than projected in the Policy Case, and the RFS credit price in 2025 is 33 percent lower: 
$1.46 per gallon compared with $2.18 per gallon (2005 dollars). The 4-percent increase in 
consumer energy expenditures in 2025 in the High Price Policy Case relative to the High 
Price Case, to $1 ,513 billion, is also smaller than the 6. 6-percent increase in the Policy Case 
relative to the Reference Case. As the price of domestically produced renewable liquids 
moves closer to the price of petroleum liquids, the import share of liquids declines from 60 
percent in the Reference Case to 50 percent in the High Price Case and to 44 percent in the 
High Price Policy Case. 

Because the 25-percent RFS requirement is met at a lower overall level of demand for 
motor fuels in the High Price Policy Case than in the Policy Case, both com ethanol 
production and cellulosic ethanol production are lower, while ethanol imports are 
essentially the same in the two cases. Com ethanol production increases by 16.5 billion 
gallons and cellulosic ethanol increases by 27.8 billion gallons in 2025 between the 
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Reference and Policy Case. When the Policy is applied to the High Price Case, com ethanol 
production increases by 12.2 billion gallons, and cellulosic ethanol production increases by 
24.4 billion gallons. Comparing the relative changes between the Policy Case and the High 
Price Policy Case, the reduction in com ethanol production is much smaller than the 
reduction in cellulosic ethanol production due to the difference in the cost structures of com 
and cellulosic ethanol plants. That is, comparing the Policy Case to the High Price Policy 
Case, com ethanol production is 5.8 percent (1.4 billion gallons) lower in 2025, and 
cellulosic ethanol production is 12 percent (3.4 billion gallons) lower. For the new 
technology of cellulosic ethanol plants, cumulative learning effects lower the capital costs 
as more capacity is built. 

Figure 24. Sources of Renewable Fuel Supply in Alternative Cases, 2025 
(billion gallons) 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES2525HI.D060607A, IHITECH.D060607A, IRES2525HT.D060607A, ILCBRAZIL.D060607A, and 
IRES2525LCB.D060607 A. 

Com prices in the High Price Case, at $3.27 per bushel in 2025, are 9 percent higher than 
projected in the Reference Case, and 33 percent (1.1 billion bushels) more com is used for 
ethanol production. In the High Price Policy Case, however, the amount of com used for 
ethanol production is 4.6 percent (0.4 billion bushels) less than in the Policy Case. At the 
production levels projected in the analysis cases for this study, increases in the demand for 
com used in ethanol production are met, for the most part, not by the planting and 
harvesting of more acres but by changes in net imports and consumer demand. As a result, 
the percentage of the total U.S. com crop consumed for ethanol production is somewhat 
lower in the High Price Policy Case (61 percent) than in the Policy Case (64 percent). 

The U.S. Department of Agriculture estimates that approximately 92.9 million acres of com 
is planted in the United States,34 of which 85.4 million acres is expected to be harvested,35 

34USDA/National Agricultural Statistics Survey (NASS),Acreage, June 2007 (Washington, DC, June 29, 
2007). 
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bringing 2007-2008 com production to 12.8 billion bushels.36 The 85.4 million acres 
harvested exceeds the level of com acres harvested across all cases, as shown in Table 13 
for 2025. The observations about the acreage planted and harvested point to the large degree 
of uncertainty and volatility that arise in the agricultural markets, as discussed in Chapter 2. 

High Technology Policy Case 

In the High Technology Case, the price of renewable liquid fuels in the transportation sector 
is lower than projected in the Reference Cases, because technological advances are assumed 
to reduce the cost of building cellulosic ethanol production facilities and the cost of the 
biomass supply to those facilities. The net cost ofbiofuel production in the High 
Technology Case is reduced sufficiently to make biofuels (such as cellulosic ethanol) 
competitive with conventional motor transport fuels without new policy mandates. As a 
result, cellulosic ethanol production in 2025 increases from 250 million gallons per year in 
the Reference Case and High Price Case to 4 billion gallons per year in the High 
Technology Case. In the High Technology Policy Case, however, the RFS credit price, 
which represents a "cross subsidy" for all qualified motor transport fuels, is still needed to 
achieve the Policy requirement (Table 13). 

In the High Technology Policy Case, the increase in cellulosic ethanol production leads to 
lower com ethanol production, lower com prices, and lower energy expenditures by 
consumers for motor fuels than in the Policy Case. Cellulosic ethanol production is 
projected to total 38 billion gallons in 2025 in the High Technology Policy Case. As a 
result, com ethanol production in 2025 is 26 percent lower in the High Technology Policy 
Case, at 18.9 billion gallons, than the 25.5 billion gallons projected in the Policy Case; com 
prices are 32 percent lower at $4.43 per bushel (2005 dollars); and com imports are nearly 
eliminated. 

On the other hand, the increase in demand for biomass to be used in cellulosic ethanol 
plants and electric power plants in the High Technology Policy Case is substantial. From a 
level of less than 30 million tons supplied in 2005, the High Technology Policy Case 
projects total U.S. demand for biomass in 2025 at 698 million tons, or 30 percent higher 
than in the Policy Case. That would represent a substantial percentage of the total biomass 
estimated to be available for use, raising concerns about the feasibility of achieving the 
levels of supply that would be needed. 

Total energy expenditures by consumers in the High Technology Policy Case in 2025 are 
projected to total $1,269 billion, 3.6 percent below the Policy Case projection and only 3 
percent above the Reference Case projection. Said another way, total energy expenditures 
by consumers in the High Technology Policy Case in 2025 are $48 billion (3.6 percent) less 
than in the Policy Case and only $33 billion (2.7 percent) more than in the Reference Case. 

35USDA/W orld Agricultural Outlook Board (W AOB), World Agricultural Supply and Demand Estimates, 
WASDE-448 (Washington, D.C., July 12, 2007). 
36/bid. 

Energy Information Administration I Energy and Economic Impacts of 25% RPS and a 25% RFS by 2025 53 

ED_00011 O_LN_Set200001302-00069 



FOIA 2014-009508 Interim 5 

Low-Cost Ethanol Imports Policy Case 

In the Low-Cost Ethanol Imports Case, ethanol imports in 2025 are projected at 3.4 billion 
gallons-not much more than the 3.3 billion gallons projected in the Reference Case. In the 
Low-Cost Ethanol Imports Policy Case, however, imports of ethanol from Brazil total20.7 
billion gallons in 2025, an increase of 170 percent from the 7.7 billion gallons projected in 
the Policy Case. 

Like the High Price Policy Case, the Low-Cost Ethanol Imports Policy Case predominantly 
affects demand for cellulosic ethanol in comparison with the Policy Case. Cellulosic ethanol 
production in 2025 falls from 28 billion gallons in the Policy Case to 19.2 billion gallons in 
the Low-Cost Ethanol Imports Policy Case (a 32-percent decrease), whereas com ethanol 
production falls from 25.5 billion gallons to 22.4 billion gallons (12 percent), because lower 
demand for com reduces com prices, making com-based ethanol more competitive with 
cellulosic ethanol. 

Given the level of com ethanol displaced, the Low-Cost Ethanol Imports Policy Case results 
in a smaller reduction in corn prices and a smaller reduction in RFS credit prices relative to 
the Policy Case than are projected in the other alternative policy cases examined. For 
example, the 2025 price of corn in the Low-Cost Ethanol Imports Policy Case, at $5.57 per 
bushel in 2005 dollars, is 9 percent lower than projected in the High Price Policy Case and 
26 percent higher than projected in the High Technology Policy Case. The RFS credit price 
of $1.83 per gallon in 2005 dollars in 2025 in the Low-Cost Ethanol Imports Policy Case is 
25 percent above the RFS credit price in the High Price Policy Case and 3 7 percent above 
that in the High Technology Policy Case. 

In summary, although the Low-Cost Ethanol Imports Policy Case reduces RFS credit prices 
by 16 percent and corn prices by 14 percent relative to the Policy Case projections, the 
savings achieved are not as great as those in the other alternative policy cases examined in 
this study. 

Economic Impacts 

Key economic results illustrating the projected effects of implementing the Policy in the 
Reference Case and in the High Price and High Technology alternative reference cases are 
summarized in Table 14. As noted in Chapter 3, implementation of the proposed Policy in 
the electricity generation and transportation markets would lead to higher energy prices as 
consumers substitute more expensive renewable fuels for less expensive fossil fuels; and the 
higher energy prices would lead to a decline in economic activity. 
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Table 14. Summary of Economic Impacts of Alternative Policy Cases in 2025 

High Tech 
Reference Policy High Tech Policy High Price 

Components of GOP (billion 2000 dollars) 

GDP 19,670 19,595 19,676 19,645 19,673 

Consumption 13,732 13,693 13,736 13,724 13,605 

Investment 3,772 3,762 3,773 3,755 3,762 

Government 2,542 2,549 2,542 2,545 2,549 

Exports 4,902 4,836 4,903 4,864 4,846 

Imports 4,966 4,960 4,966 4,943 4,691 

Aggregate Prices in the Economy 

WPI: Fuel and Power (1982 = 1.0) 2.12 2.25 2.11 2.16 2.59 

CPI: Energy (1982/84= 1.0) 2.51 2.79 2.49 2.63 3.05 

CPI: All Urban (1982/84 = 1.0) 2.90 2.98 2.90 2.94 2.90 

WPI: All commodities (1982 = 1.0) 1.94 2.06 1.94 1.99 2.03 

Inflation Rate, Unemployment Rate, and Federal Funds Rate 

Inflation 2.26 3.02 2.24 2.87 2.11 

Unemployment Rate 4.54 4.70 4.53 4.53 4.54 

Federal Fund Rate 5.10 5.52 5.10 5.50 4.75 

Industrial Sector (billion 2000 dollars) 

Total Industrial 8,590 8,344 8,595 8,436 8,556 

Nonmanufacturing 1,937 1,859 1,937 1,891 1,971 

Manufacturing 6,654 6,485 6,658 6,545 6,585 

Energy-Intensive 4,528 1,470 1,529 1,487 1,494 

Non-Energy-Intensive 5,126 5,015 5,129 5,058 5,091 

Disposable Income 15,171 15,137 15,176 15,181 14,867 

Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHITECH.D060607A, 
IRES2525HT.D060607A, IHIPRICE.D060607A, and IRES252HP.D060607A. 

High Price 
Policy 

19,628 

13,591 

3,761 

2,555 

4,795 

4,695 

2.66 

3.22 

2.96 

2.11 

2.67 

4.64 

5.05 

8,385 

1,910 

6,475 

1,451 

5,024 

14,856 

In the High Technology Policy Case, accelerated progress in the development and 
improvement of renewable generation and cellulosic ethanol technologies and greater 
availability of relatively low-cost domestic biomass supplies make the policy easier to 
achieve than in the Policy Case. Similarly, in the Low-Cost Ethanol Imports Policy Case, 
the policy is easier to achieve because large volumes of ethanol imports are available at 
relatively low cost. In both cases, RPS and RFS credit prices are lower than projected in the 
Policy Case, ultimately mitigating the cost of the Policy to consumers and its impacts on the 
U.S. economy. The cost of the Policy is lower in the alternative policy cases, because 
renewable fuels are already more competitive with traditional fossil fuels in the 
corresponding alternative reference cases, according to the scenario definitions. 

In the High Price Policy Case, the economic impacts of imposing the Policy on the High 
Price Case, which assumes higher fossil fuel energy prices than in the Reference Case, are 
smaller than the impacts in the High Technology Policy Case and Low-Cost Ethanol 
Imports Policy Case, which are based on alternative reference cases with lower energy 
prices. With higher prices for liquid fuels and natural gas: (a) the aggregate price of energy 
is higher; (b) GDP and consumption are lower; (c) the demand for energy, specifically for 
electricity and liquids, is lower; and (d) the proportion of renewable fuels used is higher in 
both the electric power and motor transportation sectors. 
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When fossil fuel prices are higher, renewable generation and biofuels are more competitive 
in a greater number of situations, and so a relatively smaller economic incentive is needed 
to achieve the necessary market penetration. Consequently, when the RPS and RFS policy 
requirements are added to the High Price Case, the negative impacts on key energy and 
economic indicators in the High Price Policy Case are smaller than those in the Policy Case 
relative to the Reference Case. The result is a pattern of lower RPS and RFS credit prices, 
smaller increases in electricity prices, and smaller increases in motor transportation fuel 
prices. Therefore, the projected losses in real GDP, consumption, and industrial output are 
smaller. 

Key energy sector results illustrating the projected effects of implementing the Policy in the 
Reference Case and in the High Price and High Technology alternative reference cases are 
summarized in Table 15. In the High Price Policy Case, consumer energy prices rise 
steadily through 2025, to almost 6 percent above prices in the High Price Case-roughly 
one-half of the percentage increase projected in the Policy Case relative to the Reference 
Case (Figures 25 and 26). Overall, the CPI for All Urban consumer prices is as much as 2.5 
percent higher in the High Price Policy Case than in the High Price Case (Table 14 ). The 
percentage increases in energy prices projected in the High Technology Policy Case relative 
to those in the High Technology Case are even smaller, averaging only 2 percent in 2025. 
Smaller price changes mean smaller impacts on real GDP, consumption, and industrial 
production as compared with the impacts in the High Price Policy Case relative to the High 
Price Case. 

Relative to the High Price Case, discounted GDP losses in the High Price Policy Case total 
$165 billion (less than 0.1 percent)-equal to slightly more than one-half the impact on 
GDP in the Policy Case relative to the Reference Case (Figure 27). In other words, because 
price changes from the High Price Case to the High Price Policy Case are smaller than those 
from the Reference Case to the Policy Case, the impacts on national consumption and GDP 
are smaller. After 2025, when energy prices peak, both real GDP and consumption begin to 
return to baseline levels. In the High Technology Policy Case, GDP losses in 2025 relative 
to projected GDP in the High Technology Case are comparable to, but smaller than, those in 
the High Price Policy Case (relative to the High Price Case), illustrating the beneficial effect 
of faster-than-expected technological progress. 
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Table 15. Summary of Energy Impacts of Alternative Policy Cases in 2025 

High Price High Tech 
Reference Policy High 

RPS Credit Price 
NA 4.8 NA (2005 cents per kilowatthour) 

RFS Credit Price 
NA 2.18 NA (2005 dollars per gallon of biofuel) 

Consumption (quadrillion Btu) 

Liquids 49.1 48.3 45.2 

Natural Gas 26.8 25.6 24.7 

Coal 30.3 24.1 32.7 

Nuclear 9.2 8.5 10.1 

Hydropower 3.1 3.3 3.1 

Biomass 3.9 11.4 4.3 

Other Renewables 1.4 7.0 1.5 

Total 123.8 128.3 121.5 

Average Prices: Selected Fuels 

Transportation Fuels 

Motor Gasoline (2005 dollars per gallon)' 2.16 2.44 3.06 

Diesel (2005 dollars per gallon)2 2.21 2.70 2.96 

E85 (2005 dollars per gallon) 2.22 1.89 2.51 

Biomass (2005 dollars per million Btu)3 1.51 5.02 1.51 

Electricity Fuel Input Prices (2005 dollars per million Btu) 

Steam Coal 1.62 1.59 1.76 

Distillate 10.29 10.19 15.50 

Residual Fuel Oil 6.59 6.57 11.92 

Natural Gas 5.96 5.72 6.98 

Average Retail Electricity Prices 
8.0 8.3 8.2 (2005 cents per kilowatthour) 

Undiscounted Cumulative Expenditures, 2009-2025 (billion 2005 dollars)4 

Electricity Revenues from Retail Sales 5,838 5,833 6,015 

Motor Transport Expenditures 8,493 8,759 10,773 

Subtotal 14,331 14,592 16,788 

Total U.S. Energy Expenditures 18,643 18,879 21,748 

Discounted Cumulative Expenditures, 2009-2025 (billion 2005 dollars)5 

Electricity Revenues from Retail Sales 3,511 3,507 3,619 

Motor Transport Expenditures 5,121 5,232 6.396 

Subtotal Expenditures 8,632 8,739 10,015 

Total U.S. Energy Expenditures 11,271 11,361 13,017 

1Motor gasoline contains up to 10 percent ethanol. 
2Diesel fuel may contain up to 20 percent biodiesel from renewable sources. 
3Census Division 4 price. 
4Simple undiscounted sum (2005 dollars). 
5Discounted at 7 percent per year back to 2009. 

Pri e Policy High Tech Policy 

4.6 NA 3.4 

1.46 NA 1.34 

45.1 49.1 48.8 

24.4 26.6 25.4 

26.0 29.6 24.5 

8.5 9.2 8.5 

3.2 3.1 3.2 

11.3 5.3 13.0 

6.5 1.5 5.6 

125.2 124.4 128.9 

3.20 2.12 2.26 

3.27 2.22 2.49 

2.49 2.15 1.74 

4.95 1.50 3.13 

1.69 1.61 1.56 

15.60 10.23 10.19 

11.79 6.58 6.61 

6.78 5.98 5.62 

8.5 8.0 8.1 

6,019 5,828 5,798 

10,924 8,482 8,616 

16,924 14,260 14,414 

21,873 18,616 18,675 

3,616 3,506 3,491 

6,462 5,117 5,175 

10,098 8,623 8,666 

13,063 11,257 11,277 

Source: EIA Office of Integrated Analysis and Forecasting. National Energy Modeling System runs IBASE.D060607 A, 
IRES2525.0060607 A, IHIPRICE.D060607 A, IRES252HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 
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Figure 25. Consumer Price Impacts in the Policy Cases 
(percent change from corresponding reference cases) 

All Urban Consumer Prices 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES2525HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 

Figure 26. Wholesale Price Impacts in the Policy Cases 
(percent change from corresponding reference cases) 

2030 

Overall Wholesale Prices 
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Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES2525HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 

2030 

Cumulative discounted consumer expenditures from 2005 to 2025 in the High Price Policy 
Case are only $35 billion (0.02 percent) lower than projected in the High Price Case (Figure 
28). As is typically the case for GDP, consumption declines generally grow over time as 
energy prices continue to rise in the High Price Policy Case relative to the High Price Case; 
however, as the increase in energy prices subsides, the consumption declines also slow, and 
eventually they are reversed. On an undiscounted basis, the declines in GDP and 
consumption from the High Price Case to the High Price Policy Case are much larger. 37 

37U sing the economic principle of discounting and the time value of money tends to weigh losses at the 
beginning of a period more than equal losses at the end of a period. For example, a dollar loss in 2030 is 
valued at about $0.45 in 2010 when discounted at 4 percent. 
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Figure 27. GOP Impacts in the Policy Cases 
(cumulative change from corresponding reference cases, billion 2000 dollars) 

Undiscounted Present Value @ 4% 

Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES2525HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 

Figure 28. Consumption Impacts in the Policy Cases 
(cumulative change from corresponding reference cases, billion 2000 dollars) 

100~------------------------------~ 

16 20 

Undiscounted Present Value @ 4% 

Source: National Energy Modeling System, runs IBASE.D060607A, IRES2525.0060607A, IHIPRICE.D060607A, 
IRES2525HP.D060607 A, IHITECH.D060607 A, and IRES2525HT.D060607 A. 
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Appendix A. Request Letters 

llnitro ~mtcs ~mate 
.t;OMMITIEE ON ENVIRONMENT AND PUBLIC WORKS 

WASHINGTON, DC:: l(QE1(1-f)17E 

:M:r. Guy F. Caruso 
Administrator 
Energy Information Administration 
U.S. Department ofEnergy 
El-l, Forrestal Building 
1000 Independence Ave. SW 
Washington, DC 20585 

Dear Mr. Carl!so: 

Januazy 8, 2007 

Increased Pr-ices of motor fuels in recent years have promoted int~rest in developing less 

expensive ·and domestic fuel alternatives to power vehiQle fleets. For various reasons, ethanol 

. -h~-:Peso;rp~ the rno~t·pqpular of these ·alternatives. While Chairman of the ~enate Con_umttee.on. 

· · , · ... " ··: E:~'?'_i;ta·$~~t- an4··p~~li~ :W.qrk~, I successfully moved legislation that became the histqric · · : ·: .... 

: :· .. :· :,;_!ei:iewable fuels title:ri)'lasi'year's Gomprehensive energy bill (Pu~lic.I..-aw.No: 109-58, Augusts: 
_' : __ · . ··~G:O?). -:·s~n~e .that"timi;'T.~.nW.ed Th.ie~ oversight heiufugs concerning:¢at·.\itle and futq.re' · . 

'· ·.' -_ti-~s:p~rtaliori. fue!s,_.~cf'a: iegisl!ltivc;: _hearing on.a bill to improve. th~ permitting. process for· 

. cTiticaJ. domestic fuels ilifrastructurc. · · . · · · . . · .· , . · · · · 
j -. _,: • •• : 

pns~g.:¢~xpensiy:~~-~liabl~; ~d praptical sources of fuel for all Ameri;~ans.i~ a national · 

p.riorit)r~.: Th~r¢forei I; have been .reviewing the various proposals with gr~at interest both as 

·.· -.t?Wg_ifg ·m:~i::iib~r .9f tn'f co~n:dttee· of Jurisdiction a'l well as a Senatpr from. Oklahoma~ o~e' r!f the 
.-. · ' foremost energy States.in'the COW1try. . ' 

. ~---.. .. . . . . .... --·· ·····---------; ... ,. -
_ 'F? t!l~t f!nd; I would: appreciate your analysis of an assu.med ney.o federal pt~nd~~e beginning in · 

2007 that requires 25% of the total energy used in the electric p,ower and motor transportation · 

fuels sectors come. from renewable sources by 2025 (the "25 x (25 Policy Scenario"). You 

should use t~e relevant AEO 2007 forecast cases. 

In particular, please apply the 25 x 25 Policy Scenario for eachbfthe following AEO 2007 oil 

ppce/economic growth cases; -

);. ·Reference case (Mid-range economic growth with midMrange oil price) 

· )?> Reference case with low economic grovvth; 
}- RefcrenQe case with high economic gro\Vi:h; 
> Low oil price case; 
)> High oil price case. 

For each 25 x 25 Policy Scenario, please detail the difference in total U.S. energy expenditures 

(constant$) compared to the above-stated cases for the forecast period from 2007~2025. Please 

also provide the energy prices under each 25 x 25 Policy Sc~nario for the major fuels used in the 

Phf~ Cr.l RECYCLED PAF.ER 
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electric power and motor transportation fuels sectors, including gasoline and retail electricity, 
sbo....-v:o. sc;:parat~ly for fossil-based and renewables-ba;;ed fuel. Assume that federal subsidie$ for 
the various energy forms are not extended beyond their current staiutozy expiration dates. Also, 
please provide the estimated energy expenditures for 25 by 25 in total and ais~ .a subtotal for the 
electricity sector and a subtotal for the transportation sector, 

If there would likely be any significant regional differences, please identify and estimate in terms 
of energy prices, expenditures, and economic impacts. 

Finally, please describe the ~ellulosic teclmologies that are likely to be employed in meeting the 
25 by 25 goal, and provide 8: forecast of the costs of renewable fuels feedstock. 

Please pro'Vlde me with yo.ur report no latetthan February 15, 2007. 

.. , .· 
•:, • ~.; ·~ 1 • • ' • r • 

... _: _.,'; ~ . ~. 

. . : . : . _::_: :_ .. _; __ ~: -~-
·- ~ ., 

· .. - .. -: ... ··.··-

Sincerely, 
; . 

. ·.·· 

: ..... 

:. ' •• ~ ·:·:-·~.. L • ~ • ··:I ,·;. 
• :/ o,_ •• ~·:: ' • ',, ... • ,,.=; • I I 

. . . -.;,·, 

. ' __ -:_::).~~-;'{· ·::·~ ... :·<~ ...... . 
..._,: __ -~·:...:·~.-·;.~1-- :>-~.::·.>.-· ::-•' .. :o:· .. ·-~- .... 
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o Qualifying renewables include: 
• Biomass (used in dedicated plants or co-firing with other fuels) 

Geothermal 
Municipal solid waste (including landfill gas) 
Solar thermal 
Photovoltaic 
Wind 
Incremental Hydroelectricity above that existing in 2006. 

o Existing qualifying generators (except for hydroelectricity) do receive 
credits. 

o The required share is expressed as a percentage of electricity sales in 
kilowatthours. 

o The required share starts at the share of qualifying renewable generation in 
2006, increases to 25 percent in 2025, and is held at 25 percent for 
subsequent years (i.e. no provision sunsets). 

o All retail electricity sellers are included. 
o RPS (electricity) credit trading is only allowed within the electricity 

sector. 
o There is no credit price cap. 

The key assumptions to be used in the Motor Transportation Sector include: 

• Policy Instrument: Renewable Fuels Standard (RFS) with tradable credits. 
• RFS characteristics: 

o Qualifying renewables include: 
• Com-based ethanol 

Cellulosic-based ethanol 
• Biodiesel production from all sources including oil-based 

beans/seeds. 
o Existing qualifying sources do receive credits. 
o The required share is expressed as a percentage based on current 

AE02007 reference case projections for overall gasoline and diesel 
consumption, rising to 25 percent of gasoline plus diesel motor fuel 
consumption. 

o The required renewable share starts at the share of qualifYing biofuels sold 
in 2006, increases gradually to 25 percent in 2025, and is held at 25 
percent for subsequent years (i.e. no provision sunsets). 

o RFS credit trading may only occur within the transportation sector. 
o There is no credit price cap. 

• Measures to facilitate compliance (e.g., mandates to produce cars, E-85 pumps at 
stations, etc.) will take the form of provisions in S.23, the Biofuels Security Act of 
2007. 
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Ideally, we would like to have the report in March 2007. However, given the above 
analytical structure and agency workload, I understand that such a date may not be 
feasible and ask that the analysis be completed as soon as time and resources permit. 

If you have any questions regarding this clarification ofthe request, please don't hesitate 
to contact me at (202) 224-0516. 
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Appendix B. Key Updates and Changes to theAE02007 
Reference Case Assumptions 

The following list identifies the changes that were made to the AE02007 version of the 
NEMS models, input assumptions, and policy assumptions to allow analysis of the proposed 
Policy. 

Macroeconomic Changes from AE02007 Reference Case 

• The 51-cent-per-gallon subsidy on ethanol was allowed to expire as stated in current 
U.S. law. 

• Ethanol was included in the transportation fuels as input to the Global Insight 
macroeconomic model because of its magnitude. 

• For the Policy cases, the producer price index for farm products was increased by 50 
percent of the com price increase derived from the renewables module. Grains, 
livestock, poultry, eggs, and dairy constitute 90 percent of the producer price index for 
farm products. On a wholesale level, this assumes that 60 percent of the com price 
increase was passed on for the above mentioned categories. 

• Ethanol imports were included in non-petroleum industrial supplies and materials 
imports in the Global Insight macroeconomic model. 

Petroleum Market Module Changes fromAE02007 Reference Case 

• The 51-cent-per-gallon blenders' subsidy on ethanol and the 54-cent import tariff were 
allowed to expire simultaneously in 2010, approximating current U.S. law. 

• While the blenders' tax credit is set to expire 1 year after the ethanol import tariff, both 
laws were assumed to expire in the same year to preserve the intent of the requested 
analysis. 

• Added an improved representation of international ethanol import supply as a function 
of price. 

• Updated the cellulose ethanol representation from a simple input supply curve to a 
merchant plant representation that incorporates capital investment and production 
decision making as well as technology learning. 

• Updated the biodiesel representation to a merchant plant representation and added the 
ability to process animal fats. 

• Added totally new logic to represent the demand for E85 as function of price and a 
number of other key consumer preferences within the Petroleum Market Module to 
represent producer and consumer behavior in an RFS policy. The new formulation was 
necessary to ensure and accelerate convergence of demand and prices in the RFS case. 
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• Incorporated the flexibility to choose between imports of petroleum gasoline and 
gasoline blending components. 

• Increased the ethanol blending percentage in non-California reformulated and 
oxygenated gasoline to 10 percent. The change represents a recent EIA reassessment 
of the market. The change, while critical in the Policy cases, has little influence on the 
reference or high price cases of AE02007. 

• Added logic to implement EPACT2005 Provision 942 (Cellulosic Biofuel Production 
Incentives) in the Policy cases. The extension allows for further support for cellulosic 
ethanol if prices are expected to be economic sooner in the time horizon through an 
RFS. 

• Lowered the DDGS netback price for ethanol production whenever corn-ethanol 
production exceeds 18 billion gallons. 

• Adjusted maximum build rates for ethanol plants consistent with current market 
investment trends. 

The AE02007 analysis assumed that the maximum ethanol import quantity that would be 
available at any price through the entire projection horizon would be about 900 million 
gallons per year. A review of a recent study for potential Brazilian ethanol production and 
exports to the United States through 2012 provided new data points through which simple 
exponential supply curves were estimated by year.38 Whether the levels of ethanol supply 
from Brazil to the United States will increase as assumed by these curves will depend 
critically on the level of investments made in Brazil to expand sugar cane crop production 
and ethanol conversion facilities and the competition for the ethanol from the rest of the 
world. The removal of the import tariff combined with the new ethanol import supply 
curves results in ethanol imports that are three times larger than in the AE02007 reference 
case. 

The study cited above claims that there are over 90 million hectares (over 200 million acres) 
of cleared but idle, non-environmentally sensitive, land available for development of 
ethanol production. If the land were aggressively developed for sugar cane production, 
Brazilian ethanol production could grow to over 50 billion gallons per year. Large-scale 
investments for plant and infrastmcture, estimated to be between $150 billion to $250 
billion dollars, would be required to build roads, purchase farming equipment, expand the 
ethanol transportation infrastmcture, build new conversion plant facilities, and provide for 
port and ship expansions. One of the scenarios addressed in this analysis, the Low-Cost 
Ethanol Imports Case assumes that such investments are made for Brazilian ethanol 
development. 

38University ofCampinas, Sao Paulo, Brazil, Study of the Possibilities and Impacts of the Production of Large 
Quantities of Ethanol with the Aim to Partially Replace Gasoline in the World. 
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Renewable Market Module Changes fromAE02007 Reference Case 

• Added offshore wind technology as a capacity expansion option in selected coastal 
regions, with revised cost and performance estimates. 

• Updated com and biomass feedstock costs consistent with University of Tennessee 
POL YSYS study. 

EIA's estimates of biomass supply curves were taken from the U.S. Department of 
Agriculture's latest estimates through 2015, which were developed under contract with Dr. 
Ugarte at the University of Tennessee using an integrated land and crop competition model. 
EIA contracted with Dr. Ugarte to extend these curves through 2030. The com supply 
curves also were developed using POLYSYS and were generally higher-priced than those in 
AE02007 for the same level of demand; however, the maximum availability of com supply 
in the new estimate is much larger than the AE02007 reference case and allows for com 
imports when com prices and demand are sufficiently high. In addition to the reference 
case, a high yield case was constructed to evaluate the impact of potentially higher biomass 
crop yields. Similar to the reference case, the biomass supply curves through 2015 were 
obtained from the USDA and extended through 2030 by Dr. Ugarte under contract to the 
EIA (Figure B 1 ). 

Figure 81. AE02007 Reference Case and High Yield Biomass Supply Curves, 2030 
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Source: Dr. Daniel de Ia Torre Ugarte, University of Tennessee. Using the agricultural model POL YSIS. 
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Transportation Module Changes fromAE02007 Reference Case 

• The Policy cases incorporated two key provisions of S.23-the manufacture of dual
fueled vehicles and the expanded infrastructure for distribution of fuels like E85-as 
stated by study request letter. 

S.23 requires that all new light-duty vehicle (LDV) sales be dual-fuel capable (high 
percentage blends of ethanol and gasoline and biodiesel and diesel) by 2017. Such 
provisions will probably be vigorously debated and opposed by LDV manufacturers and 
owners of affected fuel dispensing stations. Since the potential to produce domestic 
biodiesel supply is expected to be much smaller than the potential to produce domestic 
ethanol supply, all new LDV sales were assumed to be E85 capable by 2017. The second 
provision requires that at least 25 percent of all gasoline distribution stations provide E85 
refueling. The costs of developing such an infrastructure will be significant, but S.23 does 
not specify who will bear the costs. It is likely that such costs will be borne at least in part 
by consumers and possibly by the firms required to provide the dispensing stations. Such 
costs, which were not available and were not estimated for this analysis, could significantly 
increase the economic impacts on the U.S. economy. 

Electricity Market Module Changes fromAE02007 Reference Case 

• Modified the interregional transmission cost structure to allow renewable capacity 
additions from one region to serve adjacent regions, with higher associated 
transmission costs, which is especially important in an RPS scenario. 

• Improved the representation of competition for biomass for electricity generation and 
cellulosic ethanol production. 

• Added offshore wind technology as a capacity expansion option in selected coastal 
regions, with revised cost and performance estimates. 

Because a combined RPS and RFS had never been previously analyzed, the logic for 
equilibration of biomass supply and demand between the electric power sector and the 
motor transportation sector needed to be created. The newly constructed algorithm equates 
the biomass supply price between both sectors. 
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H. R. 890 
To amend title VI of the Public Utility Regulatory Policies Act of 1978 

to establish a Federal renewable electricity standard for certain electric 
utilities, and for other purposes. 

IN THE HOUSE OF REPRESENTATIVES 

FEBRUARY 4, 2009 

Mr. MARKEY of Massachusetts (for himself and Mr. PLATTS) introduced the 
following bill; which was referred to the Committee on Energy and Commerce 

A BILL 
To amend title VI of the Public Utility Regulatory Policies 

Act of 1978 to establish a Federal renewable electricity 

standard for certain electric utilities, and for other pur

poses. 

1 Be it enacted by the Senate and Houre of ReprfS3f7ta-

2 fives of the United States of Arrerica in Congre55 as:embled, 

3 SECTION 1. SHORT TITLE. 

4 This Act may be cited as the "American Renewable 

5 Energy Act". 
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1 SEC. 2. FEDERAL RENEWABLE ELECTRICITY STANDARD. 

2 (a) IN GENERAL .-Title VI of the Public Utility Reg-

3 ulatory Policies Act of 1978 (16 U.S.C. 2601 and fol-

4 lowing) is amended by adding at the end the following: 

5 "SEC. 610. FEDERAL RENEWABLE ELECTRICITY STANDARD. 

6 "(a) DEFINITIONS.-For purposesof this section: 

7 "(1) AFFILIATE .-The term 'affiliate' when 

8 used in relation to a person, means another person 

9 which owns or controls, is owned or controlled by, or 

10 is under common ownership or control with, such 

11 person, as determined under regulations promul-

12 gated by the Secretary. 

13 "(2) BIOMASS.-

14 "(A) IN GENERAL.-The term 'biomass' 

15 means each of the following: 

16 "(i) Cellulosic (plant fiber) organic 

17 materials from a plant that is planted for 

18 the purpose of being used to produce en-

19 ergy. 

20 "(ii) Nonhazardous, plant or algal 

21 matter that is derived from any of the fol-

22 lowing: 

23 "(I) An agricultural crop, crop 

24 byproduct or residue resource. 

25 '' (II) Waste such as landscape or 

26 right-of-way trimmings (but not in-

•HR 890 IH 
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eluding municipal solid waste, recycla

ble postconsumer waste paper, paint

ed, treated, or pressurized wood, or 

wood contaminated with plastic or 

metals). 

"(iii) Animal waste or animal byprod

ucts, including products of animal waste 

digesters. 

"(B) BIOMASS FROM FEDERAL LANDS.-

"(i) COVERED MATERIALS.-With re

spect to organic material removed from 

Federal land, the term 'biomass' covers 

only organic material from-

" (I) ecological forest restoration; 

'' (II) pre-commercial th innings; 

" ( Ill ) brush; 

"(IV) mill residues; and 

"(V) slash. 

"(ii) EXCLUSION OF CERTAIN 

LANDs.-Notwithstanding clause (i), mate

rial or matter that would otherwise qualify 

as biomass are not included in the term 

'biomass' if it is located on Federal land in 

the following categories: 
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" (I) Federal land containing old 

growth forest or late suCCESSional for

est, unless the Secretary of the Inte

rior or the Secretary of Agriculture 

(whichever has administrative jurisdic

tion over such land) determines that 

the removal or organic material from 

such land is appropriate for the appli

cable forest type and maximizes the 

retention of late-suCCESSional and 

large and old growth trres, late suc

CESSional and old growth forest struc

ture, and late-suCCESSional and old 

growth forest composition. 

" (II) Federal land on which the 

removal of vegetation is prohibited, in

cluding components of the National 

Wilderness Preservation System. 

" (Ill) Wilderness Study Areas. 

" (IV) Inventoried Road less 

Areas. 

"(V) Units of the National Land

scape Conservation System. 

"(VI) National Monuments. 
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1 "(3) DISTRIBUTED GENERATION FACILITY.-

2 The term 'distributed generation facility' means a 

3 facility that-

4 "(A) generates renewable electricity other 

5 than by means of combustion; 

6 "(B) primarily serves 1 or more electricity 

7 consumers at or near the facility site; and 

8 "(C) is no larger than 2 megawatts in ca-

9 pacity. 

10 "(4) FEDERAL ALTERNATIVE COMPLIANCE PAY-

11 MENT.-The term 'Federal alternative compliance 

12 payment' means a payment, to be submitted in lieu 

13 of 1 Federal renewable electricity credit, pursuant to 

14 subsection (c)(3). 

15 "(5) FEDERAL LAND.-The term 'Federal land' 

16 means land owned by the United States and under 

17 the administrative jurisdiction of the Secretary of 

18 the Interior or the Secretary of Agriculture, other 

19 than land held in trust for an Indian or Indian tribe. 

20 "(6) FEDERAL RENEWABLE ELECTRICITY 

21 CREDIT.-The term 'Federal renewable electricity 

22 credit' means a credit, representing one kilowatt 

23 hour of renewable electricity, issued pursuant to sub-

24 section (d). 

•HR 890 IH 
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1 "(7) FuND.-The term 'Fund' means the Re-

2 newable Electricity Deployment Fund established 

3 under subsection (f). 

4 "(8) INVENTORIED ROADLESS AREA.-The 

5 term 'Inventoried Roadless Area' means one of the 

6 areas identified in the set of inventoried roadless 

7 areas maps contained in the Forest Service Roadless 

8 Areas Conservation, Final Environmental Impact 

9 Statement, Volume 2, dated November 2000. 

10 "(9) QUALIFIED HYDROPOWER .-The term 

11 'qualified hydropovver' means-

12 "(A) electricity generated solely from in-

13 creased efficiency achieved, or additions of ca-

14 pacity made, on or after January 1, 2001 at a 

15 hydrrelectric facility that was placed in service 

16 before that date; or 

1 7 " (B) electricity generated from generating 

18 capacity added on or after January 1 , 2001 to 

19 a dam that did not previously have the capacity 

20 to generate electricity, provided that the Com-

21 mission certifies that-

22 "(i) the dam was placed in service be-

23 fore the date of the enactment of this sec-

24 tion and was operated for flood control, 

25 navigation, or water supply purposes and 

•HR 890 IH 
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1 did not produce hydrrelectric povver before 

2 January 1, 2001 ; 

3 "(ii) the hydrrelectric project installed 

4 on the dam is I icensecl by the Commission 

5 and mrets all other applicable en vi ron-

6 mental, licensing, and regulatory require-

7 ments, including applicable fish passage re-

8 quirements; and 

9 "(iii) the hydrrelectric project in-

1 o stalled on the dam is operated so that the 

11 water surface elevation at any given loca-

12 tion and time that would have occurred in 

13 the absence of the hydrrelectric project is 

14 maintained, subject to any license require-

IS ments that require changes in water sur-

16 face elevation for the purpose of improving 

17 the environmental quality of the affected 

18 waterway. 

19 "(10) RENEWABLE ELECTRICITY .-The term 

20 'renewable electricity' means electricity generated 

21 from a renewable energy resource. 

22 "(11) RENEWABLE ENERGY RESOURCE .-The 

23 term 'renewable energy resource' means each of the 

24 following: 

25 "(A) wind energy; 

•HR 890 IH 
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1 '' (B) solar energy; 

2 "(C) geothermal energy; 

3 "(D) combustion of biomass or landfill gas; 

4 "(E) qualified hydropovver; or 

5 "(F) marine and hydrokinetic renewable 

6 energy, as that term is defined in section 632 

7 of the Energy Independence and Security Act 

8 of 2007 (42 U.S.C. 17211 ). 

9 "(12) RETAIL ELECTRIC SUPPLIER.-

10 "(A) IN GENERAL.-The term 'retail elec-

11 tric supplier' means, for any given year, an 

12 electric utility that sold not less than 1,000,000 

13 megawatt hours of electric energy to electric 

14 consumers for purposes other than resale du r-

15 ing the preceding calendar year. 

16 "(8) INCLUSIONS AND LIMITATIONS.-For 

17 purposes of determining whether an electric 

18 utility qualifies as a retail electric supplier 

19 under subparagraph (A)-

20 "(i) the sales of any affiliate of an 

21 electric utility to electric consumers for 

22 purposes other than resale shall be consid-

23 ered to be sales of such electric utility; and 

24 "(ii) sales by any electric utility to a 

25 parent company or to other affiliates of 

•HR 890 IH 
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1 such electric utility shall not be treated as 

2 sales to electric consumers. 

3 "(13) RETAIL ELECTRIC SUPPLIER'S BASE 

4 AMOUNT .-The term 'retail electric supplier's base 

5 amount' means the total amount of electric energy 

6 sold by the retail electric supplier, expressed in 

7 terms of kilowatt hours, to electric customers for 

8 purposes other than resale during the relevant cal-

9 endar year, excluding electricity generated by-

10 "(A) a hydroelectric facility that is not 

11 qualified hydropovver; or 

12 "(B) combustion of municipal solid waste. 

13 "(14) RETIRE AND RETIREMENT .-The terms 

14 'retire' and 'retirement' with respect to a Federal re-

15 newable electricity credit, means to disqualify such 

16 credit for any subsequent use under this section, re-

17 gardless of whether the use is a sale, transfer, ex-

18 change, or submission in satisfaction of a compliance 

19 obi igat ion. 

20 "(b) ESTABLISHMENT OF PROGRAM.-Not later than 

21 1 year after the date of enactment of this section, the Sec-

22 retary shall, by regulation, establish a program to imple-

23 ment and enforce the requirements of this section. In es-

24 tablishing such program, the Secretary shall, to the extent 

25 practicable-

•HR 890 IH 
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1 "(1) preserve the integrity, and incorporate best 

2 practices, of existing State renewable electricity pro-

3 grams; 

4 "(2) rely upon existing and emerging State or 

5 regional tracking systems that issue and track non-

6 Federal renewable electricity credits; and 

7 "(3) cooperate with the States to facilitate c:o-

8 ordination betvveen State and Federal renewable 

9 electricity programs and to minimize administrative 

10 burdens and costs to retail electric suppliers. 

11 "(c) ANNUAL COMPLIANCE REQUIREMENT.-

12 "(1) IN GENERAL .-For each of calendar years 

13 2012 through 2039, each retail electric supplier 

14 shall, not later than April 1 of the following calendar 

15 year, submit to the Secretary a quantity of Federal 

16 renewable electricity credits equal to the retail elec-

17 tric supplier's base amount for the calendar year 

18 multiplied by the required annual percentage set 

19 forth in paragraph (2). 

20 "(2) REQUIRED ANNUAL PERCENTAGE .-For 

21 each of calendar years 2012 through 2039, the re-

22 qui red annual percentage shall be as follows: 

"Calendar year Required annual 
percentage 

2012 ............................................................................... 6.0 
2013 ............................................................................... 6.0 
2014 ............................................................................... 8.5 
201s ............................................................................... as 

•HR 890 IH 
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"Calendar year Required annual 
percentage 

2016 ............................................................................... 11.0 
2017 ............................................................................... 11.0 
2018 ............................................................................... 14.0 
2019 ............................................................................... 14.0 
2020 ............................................................................... 17.5 
2021 ............................................................................... 17.5 
2022 ............................................................................... 21.0 
2023 ............................................................................... 21.0 
2024 ............................................................................... 23.0 
2025 through 2039 ........................................................ 25.0 

1 "(3) ALTERNATIVE COMPLIANCE PAYMENTS.-

2 A retail electric supplier may satisfy the require-

3 ments of paragraph (1) in whole or in part by sub-

4 mitting in lieu of each Federal renewable electricity 

5 credit, a payment equal to the lesser of-

6 "(A) 200 percent of the average market 

7 value of a Federal renewable electricity credit 

8 for the previous compliance year, as determined 

9 by the Secretary; or 

10 "(B) 5 cents, adjusted on January 1 of 

11 each year following calendar year 2009 based 

12 on the Gross Domestic Product Implicit Price 

13 Deflator. 

14 "(4) USE OF PAYMENTS.-Aiternative c:ompli-

15 ance payments submitted pursuant to paragraph (3) 

16 shall be deposited in the Fund established under 

1 7 subsection (f). 

18 "(d) ISSUANCE OF FEDERAL RENEWABLE ELEC-

19 TRICITY CREDITS.-

•HR 890 IH 
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1 "(1) CREDIT ISSUANCE .-The regulations pro-

2 mulgated under subsection (b) shall include provi-

3 sions governing the issuance, tracking, and retire-

4 ment of Federal renewable electricity credits. Except 

5 as provided in paragraphs (2), (3), and (4) of this 

6 subsection, the Secretary shall issue to each gener-

7 ator of renewable electricity, 1 Federal renewable 

8 electricity credit for each kilowatt hour of renewable 

9 electricity generated by such generator. 

10 "(2) GENERATION FROM STATE RENEWABLE 

11 ELECTRICITY PROGRAMS USING CENTRAL PROCURE-

12 MENT AND FROM STATE ALTERNATIVE COMPLIANCE 

13 PAYMENTs.-Where renewable electricity is gen-

14 erated with the support of payments from a retail 

15 electric supplier pursuant to a State renewable elec-

16 tricity program (whether through State alternative 

17 compliance payments or through payments to a 

18 State renewable electricity procurement fund or enti-

19 ty), the Secretary shall issue Federal renewable elec-

20 tricity credits to such retail electric supplier for the 

21 proportion of the relevant renewable electricity gen-

22 eration that is attributable to the retail electric sup-

23 plier's payments, as determined pursuant to regula-

24 tions issued by the Secretary. For any remaining 

25 portion of the relevant renewable electricity genera-

•HR 890 IH 
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1 tion, the Secretary shall issue Federal renewable 

2 electricity credits to the generator, as provided in 

3 paragraph (1 ), provided that in no event shall more 

4 than 1 Federal renewable electricity credit be issued 

5 for the same kilowatt hour of electricity. In deter-

6 mining how Federal renewable electricity credits will 

7 be apportioned among retail electric suppliers and 

8 generators in such circumstances, the Secretary 

9 shall consider information and guidance furnished by 

1 o the relevant State or States. 

11 "(3) CERTAIN POWER SALES CONTRACTS.-

12 When a generator has sold renewable electricity to 

13 a retail electric supplier under a contract for povver 

14 from a facility placed in service before the date of 

15 enactment of this section, and the contract dces not 

16 provide for the determination of ownership of the 

17 Federal renewable electricity credits associated with 

18 such generation, the Secretary shall issue such Fed-

19 eral renewable electricity credits to the retail electric 

20 supplier for the duration of the contract. 

21 "(4) CREDIT MULTIPLIER FOR DISTRIBUTED 

22 GENERATION.-

23 "(A) IN GENERAL .-Except as provided in 

24 subparagraph (B), the Secretary shall issue 3 

25 Federal renewable electricity credits for each 

•HR 890 IH 
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1 kilowatt hour of renewable electricity generated 

2 by a distributed generation facility. 

3 "(B) ADJUSTMENT .-Except as provided 

4 in subparagraph (C), not later than January 1, 

5 2014, and not less frequently than every 4 

6 years thereafter, the Secretary shall review the 

7 effect of this paragraph and shall, as nea:ssary, 

8 reduce the number of Federal renewable elec-

9 tricity credits per kilowatt hour issued under 

10 this paragraph, but not below 1, to ensure that 

11 such number is no higher than the Secretary 

12 determines is nea:ssary to make distributed 

13 generation facilities oost competitive with other 

14 sources of renewable electricity generation. 

15 "(C) FACILITIES PLACED IN SERVICE 

16 AFTER ENACTMENT .-For any distributed gen-

17 eration facility placed in service after the date 

18 of enactment of this section, subparagraph (B) 

19 shall not apply for the first 10 years after date 

20 of enactment. For each year during such 10-

21 year period, the Secretary shall issue the facil-

22 ity the same number of Federal renewable elec-

23 tricity credits per kilowatt hour as are issued to 

24 that facility in the year in which such facility 

25 is placed in service. After such 1 0-year period, 
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1 the Secretary shall issue Federal renewable en-

2 ergy credits to the facility in accordance with 

3 the current multiplier as determined pursuant 

4 to subparagraph (B). 

5 "(5) CREDITS BASED ON INCREMENTAL HY-

6 DROPOWER .-For purposes of this subsection, the 

7 number of Federal renewable electricity credits 

8 issued for qualifying hydropovver described in sub-

9 section (a)(9)(A) shall be calculated-

10 "(A) based solely on the increase in aver-

11 age annual generation directly resulting from 

12 the efficiency improvements or capacity addi-

13 tions described in subsection (a)(9)(A); and 

14 "(B) using the same water flow informa-

15 tion used to determine a historic average an-

16 nual generation baseline for the hydrrelectric 

17 facility, as certified by the Secretary or by the 

18 Commission. 

19 "(6) GENERATION FROM MIXED RENEWABLE 

20 AND NON-RENEWABLE RESOURCES.-If electricity is 

21 generated using both a renewable energy resource 

22 and an energy source that is not a renewable energy 

23 resource (as, for example, in the case of ro-firing of 

24 biomass and fossil fuel), the Secretary shall issue 

25 Federal renewable electricity credits based on the 
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1 proportion of the electricity that is attributable to 

2 the renewable energy resource. 

3 "(7) PROHIBITION AGAINST DOUBLE-COUNT-

4 ING.-Except as provided in paragraph (4) of this 

5 subsection, the Secretary shall ensure that no more 

6 than 1 Federal renewable electricity credit will be 

7 issued for any kilowatt hour of renewable electricity 

8 and that no Federal renewable electricity credit will 

9 be used more than once for compliance with this sec-

10 tion. 

11 "(e) TRADING AND BANKING OF CREDITS.-

12 "(1) TRADING.-The lawful holder of a Federal 

13 renewable electricity credit may sell, exchange, 

14 transfer, submit for compliance in aa::ordance with 

15 subsection (c), or submit such credit for retirement 

16 by the Secretary. 

17 "(2) BANKING.-A Federal renewable elec-

18 tricity credit may be submitted in satisfaction of the 

19 compliance obligation set forth in subsection (c) for 

20 the compliance year in which the credit was issued 

21 or for any of the 3 immediately subsequent compli-

22 ance years. The Secretary shall retire any Federal 

23 renewable electricity credit that has not been sub-

24 mitted under subsection (c) by the deadline for the 
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1 campi iance year that is 3 years after the c:ompl iance 

2 year in which the credit was issued. 

3 "(3) DELEGATION OF MARKET ADMINISTRA-

4 TION.-The Secretary may delegate to one or more 

5 appropriate market-making entities the administra-

6 tion of a Federal renewable electricity credit market 

7 for purposes of creating a transparent and efficient 

8 national market. 

9 "(4) OVERSIGHT .-The Commission, in c:on-

10 sultation with the Secretary and relevant Federal 

11 agencies, may prescribe such rules as the Commis-

12 sioner determines nea:ssary to ensure the trans-

13 parency, fairness, and stability of the market in 

14 Federal renewable electricity credits and any deriva-

15 tive instruments based on such credits. 

16 "(f) RENEWABLE ELECTRICITY DEPLOYMENT 

17 FUND.-

18 "(1) IN GENERAL .-There is established in the 

Treasury of the United States a Renewable Elec-19 

20 tricity Deployment Fund. 

21 "(2) DEPOSITS.-AII Federal alternative c:om-

22 pliance payments submitted to the Secretary pursu-

23 ant to subsection (c)(3) and civil penalties assessed 

24 under this section shall be deposited into the Fund. 

25 "(3) UsE.-
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1 "(A) IN GENERAL .-Amounts deposited in 

2 the Fund shall be available exclusively for use 

3 by the Secretary, subject to appropriations, to 

4 make payments to retail electric suppliers in ac-

5 c:ordanre with subparagraph (B). 

6 "(8) ALLOCATION .-Not later than May 1 

7 of each year from 2013 through 2040, the Sec-

8 retary shall distribute amounts deposited in the 

9 Fund during the preceding 12-month period 

10 among the retail electric suppliers which have 

11 submitted Federal renewable electricity credits 

12 to the Secretary in total or partial compliance 

13 with their obligations under subsection (c) for 

14 the preceding calendar year. Each retail electric 

15 supplier shall receive a payment equal to the 

16 product of-

17 "(i) the total payments made to all re-

18 tail electric suppliers under this subsection; 

19 and 

20 "(ii) the quotient obtained by dividing 

21 the quantity specified in subclause (I) by 

22 the quantity specified in subclause (II): 

23 " (I) The quantity of Federal re-

24 newable electricity credits submitted 

25 by the retail electric supplier for the 
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1 

2 

3 

preceding calendar year pursuant to 

subsection (c). 

" (II) The total quantity of Fed-

4 eral renewable electricity credits sub-

5 mitted by all retail electric suppliers 

6 for the preceding calendar year pursu-

7 ant to subsection (c). 

8 "(g) INFORMATION COLLECTION .-In accordance 

9 with section 13 of the Federal Energy Administration Act 

10 of 1974 (15 U.S.C. 772), the Secretary may require any 

11 retail electric supplier, renewable electricity generator, or 

12 such other entities as the Secretary drems appropriate, to 

13 provide any information the Secretary determines appro-

14 priate to carry out this section. 

15 "(h) ENFORCEMENT AND JUDICIAL REVIEW.-

16 "(1) CIVIL PENALTY .-If any person fails to 

17 comply with the requirements of subsection (c), such 

18 person shall be liable to pay to the Secretary a civil 

19 penalty equal to the product of-

20 "(A) double the Federal alternative compli-

21 ance payment calculated under subsection 

22 (c)(3), and 

23 "(B) the aggregate quantity of Federal re-

24 newable electricity credits (or equivalent Fed-

25 eral alternative compliance payments) that the 
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1 person failed to submit to the Secretary in vio-

2 lation of the requirements of subsection (c). 

3 "(2) ENFORCEMENT .-The Secretary shall as-

4 sess a civil penalty under paragraph (1) in accord-

5 ance with the procedures described in section 333(d) 

6 of the Energy Policy and Conservation Act of 1954 

7 (42 U.S.C. 6303). 

8 "(3) JUDICIAL REVIEW.-Any person WhO Will 

9 be adversely affected by a final action taken by the 

10 Secretary under this section, other than the assess-

11 ment of a civil penalty under this subsection, may 

12 use the procedures for review described in section 

13 336(b) of the Energy Policy and Conservation Act 

14 (42 U.S.C. 6306). For purposes of this paragraph, 

15 references to a rule in section 336(b) of the Energy 

16 Policy and Conservation Act shall be deemed to refer 

17 also to all other final actions of the Secretary under 

18 this section other than the assessment of a civil pen-

19 alty under this subsection. 

20 "(i) SAVINGS PROVISIONS.-Nothing in this section 

21 shall-

22 "(1) diminish or qualify any authority of a 

23 State or political subdivision of a State to--

24 "(A) adopt or enforce any law or regula-

25 tion respecting renewable electricity, including 
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1 programs that exreecl the required amount of 

2 renewable electricity under this section, pro-

3 vided that no such law or regulation may relieve 

4 any person of any requirement otherwise appl i-

5 cable under this section; or 

6 "(B) regulate the acquisition and disposi-

7 tion of Federal renewable electricity credits by 

8 retail electric suppliers located within the terri-

9 tory of such State or political subdivision, in-

10 eluding the authority to require such retail elec-

11 tric supplier to acquire and retire Federal re-

12 newable electricity credits associated with elec-

13 tric energy it sells to end-use customers; or 

14 "(2) affect the application of, or the responsi-

15 bility for compliance with, any other provision of law 

16 or regulation, including environmental and licensing 

17 requirements. 

18 "(j) CosT REcovERY .-An electric utility, the retail 

19 electricity sales of which are subject to rate regulation, 

20 shall not be denied the opportunity to recover the full 

21 amount of the prudently incurred incremental cost of re-

22 newable electricity or Federal renewable electricity credits 

23 obtained, or alternative compliance payments made, to 

24 comply with the requirements of subsection (c). 

25 "(k) PROGRAM REVIEW.-

•HR 890 IH 
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1 "(1) NATIONAL ACADEMY OF SCIENCES RE-

2 VIEW.-The Secretary shall enter into a contract 

3 with the National Academy of Sciences under which 

4 the Academy shall, not later than July 1, 2017, and 

5 every 5 years thereafter through 2032, submit to the 

6 Secretary and to Congress a comprehensive evalua-

7 tion of all aspects of the program established under 

8 this section, including-

9 "(A) an evaluation of the effectiveness of 

10 the program, including its specific design ele-

11 ments, in increasing the market penetration 

12 and lovvering the cost of the eligible renewable 

13 electricity generation technologies; 

14 "(B) the opportunities for any additional 

15 technologies and sources of renewable electricity 

16 generation that have emerged since enactment 

17 of this section; 

18 "(C) the program's impact on the regional 

19 diversity and reliability of electricity supply; 

20 "(D) the net benefits or costs of the pro-

21 gram to the national and State economies, in-

22 eluding effects on retail electricity costs, ero-

23 nomic development benefits of investment, envi-

24 ronmental benefits, impacts on natural gas de-

25 mand and price, and avoided costs related to 
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1 environmental and congestion mitigation invest-

2 ments that otherwise would have bren required; 

3 "(E) an assessment of the benefits and 

4 costs of increasing or extending the renewable 

5 electricity requirements set forth in subsection 

6 (c) of this section; and 

7 "(F) recommendations regarding potential 

8 changes to this section, to regulations and pro-

9 ceclures for implementing this section, or to re-

I o lated public policies. 

11 "(2) RECOMMENDATIONS TO CONGRESS.-Not 

12 later than January 1, 2018, and every 5 years there-

13 after through 2033, the Secretary shall transmit to 

14 the Committee on Energy and Commerce of the 

15 United States House of Representatives and the 

16 Committee on Energy and Natural Resources of the 

17 United States Senate a report making rec:ommenda-

18 tions for modifications and improvements to the pro-

19 gram established under this section and any related 

20 programs, including an explanation of the inc:onsist-

21 encies, if any, betvveen the Secretary's rec:ommenda-

22 tions and those included in the National Academy of 

23 Sciences evaluation under paragraph (1 ). 

24 "(I) SuNSET .-This section expires on December 31, 

25 2040.". 
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1 (b) TABLE OF CONTENTS AMENDMENT .-The table 

2 of contents of the Public Utility Regulatory Policies Act 

3 of 1978 (16 U.S.C. 2601 and following) is amended by 

4 adding at the end of the items relating to title VI the fol-

5 lowing: 

6 "SEC. 610. Federal renewable electricity standard.". 
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Executive Summary 

Introduction 

State renewables portfolio standards (RPS) have emerged as one of the most important policy 
drivers of renewable energy capacity expansion in the U.S. Collectively, these policies now 
apply to roughly 40% ofU.S. electricity load, and may have substantial impacts on electricity 
markets, ratepayers, and local economies. As RPS policies have been proposed or adopted in an 
increasing number of states, a growing number of studies have attempted to quantify the 
potential impacts of these policies, focusing primarily on projecting cost impacts, but sometimes 
also estimating macroeconomic and environmental effects. 

This report synthesizes and analyzes the results and methodologies of 28 distinct state or utility
level RPS cost impact analyses completed since 1998. 1 Together, these studies model proposed 
or adopted RPS policies in 18 different states. We highlight the key findings of these studies on 
the costs and benefits of state RPS policies, examine the sensitivity of projected costs to model 
assumptions, assess the attributes of different modeling approaches, and suggest possible areas of 
improvement for future state RPS analysis. 

Key Findings 

Projected rate impacts are generally modest. Seventy percent of the state RPS cost studies in 
our sample project base-case retail electricity rate increases of no greater than one percent in the 
year that each modeled RPS policy reaches its peak percentage target. 2 In six of those studies, 
electricity consumers are expected to experience cost savings as a result of the state RPS policies 
being modeled. On the other extreme, nine studies predict rate increases above 1%, and two of 
these studies predict rate increases of more than 5%. Though most of the studies project 
relatively limited impacts on retail electricity rates, the wide range of impacts shown in Figure 
ES - 1 underscores the large variability among the studies' results. When translated to monthly 
electricity bill impacts for a typical residential customer, these impacts range from a savings of 
over five dollars per month to an increase of over seven dollars per month.3 However, the 
median bill impact across all of the studies in our sample is an increase of only $0.38 per month. 

1 Since out analysis was conducted, two additional otherwise-relevant RPS cost studies have been published: 
LaCapra et al. (2006) [North Carolina] and Gittell and Magnusson (2007) [New Hampshire]. These two studies are 
not included in the analysis that follows. 
2 We use the term "base case" to refer to the baseline state RPS scenario, while we use the term "reference case" to 
refer to the business-as-usual, non-RPS scenario. We use data from the "peak target year" (e.g., 7% in 2012 for 
Massachusetts, 9% in 2010 for Minnesota, etc.) to compare most of the studies' projections because we believe it to 
be the most tractable and consistent method for comparing the long-term state RPS impacts of studies that provide 
projected impacts in widely varying formats and timeframes. The direct cost impacts referred to here account for 
any reductions in wholesale electricity market prices that the studies may have modeled, but do not include any 
potential reductions in consumer natural gas bills. 
3 All cost figures in this report have been converted to 2003 dollars. 
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Figure ES - 1. Projected State RPS Electricity Rate Impacts by Cost Study 

Wind is expected to be the dominant technology in meeting state RPS requirements. Figure ES 
- 2 presents the projected mix of new renewable generation used to meet the modeled state RPS 
policies (for the 23 studies that forecast the renewable technology mix). The renewable 
generation mix is an input assumption to some studies and a model output to others. Perhaps not 
surprisingly, wind is expected to be the dominant technology, representing in aggregate 62% of 
incremental state RPS generation across all of these studies combined. Projected wind 
development is particularly prevalent in the Midwest and Texas, accounting for 94% of expected 
incremental RPS generation in those states. Geothermal, which accounts for 18% of projected 
incremental generation across the studies, is a distant second, and almost all of the expected 
geothermal additions are from three California studies. Biomass co-firing and direct combustion 
account for approximately 8% of expected incremental generation, while hydro, landfill gas, and 
solar each comprises less than 4%.4 

4 These percentages are purely intended for illustrative purposes. They do not represent the overall state RPS mix 
that would be developed ifRPS policies were adopted in all of the states for which cost studies have been 
performed. Renewable energy deployment data are not available for all states, and multiple cost studies exist in 
some states, thereby "double counting" the impacts of those states' RPS policies on these percentage figures. 
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Figure ES - 2. Incremental Renewable Energy Deployment by Study and Technology 

Scenario analyses reveal significant cost sensitivity to input parameters. The majority of the 
studies we reviewed include some form of scenario analysis using input assumptions that differ 
from those used in the base case. The most commonly modeled scenarios focus on the 
availability of the federal production tax credit, varying projections of renewable technology 
cost, fossil fuel price uncertainty, and wholesale market price uncertainty. The prevalence of 
these scenarios implies -but does not prove- that projected state RPS costs are more likely to be 
sensitive to these particular factors than to others. Due to the wide range of scenarios modeled 
and the different assumptions used within each type of scenario, it is difficult to draw definitive 
conclusions about the relative impact of different cost drivers. In most cases, the residential 
electricity bill impacts of the scenarios analyzed by the studies - as measured by changes from 
the base case state RPS - are less than one dollar per month. Though such changes are not 
overwhelming, it is important to recognize that the median base-case residential electricity bill 
impact among the studies in our sample is just $0.38 per month. Therefore, even a one dollar per 
month change from this base case is sizable in percentage terms, and demonstrates significant 
cost sensitivity to input parameters. 

Some of the public benefits of state RPS policies are still not well understood. An increasing 
number of studies are modeling macroeconomic or public benefits of state RPS policies. Almost 
a third of the studies in our sample model the macroeconomic effects of state RPS policies. 5 All 
of these studies predict some level of net employment gain, but the magnitude of this impact 

5 However, our sample does not include state RPS analyses that have focused exclusively on macroeconomic 
benefits. 
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varies widely and appears to depend more strongly on the assumptions of the studies than on the 
amount of incremental renewable generation required to meet the modeled state RPS policies. 
These assumptions include the different mixes of renewable technologies developed, the 
proportion of in-state versus out-of-state renewable project development and manufacturing, and 
the incorporation (or lack thereof) of energy bill impacts into the macroeconomic analysis. 
About a quarter of the studies in our sample also model the risk mitigation benefits of state RPS 
generation, estimating a broad range of reductions in wholesale electricity and natural gas prices; 
still other studies evaluate the sensitivity of the projected cost of state RPS policies to variations 
in the projected price of natural gas. Half of the studies we reviewed quantify potential 
environmental benefits, most commonly carbon dioxide (C02) emissions reductions. Most of 
these studies indicate that RPS generation is expected to displace C02 emissions at a rate that is, 
on average, slightly higher than that of a natural gas plant. Although the spread of projected C02 

abatement costs across the studies is extremely broad, a majority of these studies project C02 

reduction costs that fall within the range of the U.S. Energy Information Administration's (EIA) 
projections of carbon reduction costs under various regulatory regimes (Wiser and Bolinger 
2004). 

Analysis assumptions are likely as or more important than the choice of model. In the absence 
of a universally accepted methodology for analyzing state RPS cost impacts, the studies in our 
sample employ a diverse array of modeling approaches, ranging from simple spreadsheet models 
to highly sophisticated integrated energy models. This diversity in modeling approaches may be 
due in part to regional differences in state RPS policies and electricity markets, as different 
situations call for different modeling approaches. However, the limited budgets and short 
timeframes that typically apply to state RPS cost studies are probably the more important 
determinants of the modeling approach chosen, as the sophistication and detail of the analysis is 
likely to be constrained by these limiting factors. Though more sophisticated models can 
account for interesting and potentially significant price feedbacks and may be better received by 
policymakers and state RPS stakeholders, it is not entirely clear that such models necessarily 
improve predictive accuracy. Given the significant uncertainty surrounding numerous state RPS 
cost factors, it is likely that the assumptions governing these factors, such as the natural gas price 
forecast and the presumed availability of the production tax credit, are as or more important than 
the type of model used. 

Studies appear to have underestimated both renewable technology costs and avoided fuel 
costs. The vast majority of studies we reviewed appear to have underestimated two major state 
RPS cost factors: wind power capital costs and natural gas prices. Since wind is expected to be 
the dominant contributor to state RPS generation requirements, wind cost assumptions are 
critically important for estimating the cost impacts of state RPS policies. Since the studies did 
not anticipate the sudden leap in wind costs over the past several years, the wind capital cost 
assumptions in most of the studies, which typically fall between $800-1300/kW in the 2005-2010 
timeframe, are significantly below current costs (which are reportedly in the $1400-2000/kW 
range). This disparity between study expectations and current market reality suggests that (all 
else being equal) the actual cost impacts of state RPS policies may significantly exceed those 
estimated in our sample of studies, especially if higher wind costs persist. However, most, if not 
all, of the studies appear to have also substantially underestimated natural gas prices, which are 
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perhaps the most important input to the avoided cost estimates of several studies.
6 

Current 
natural gas prices (and near-term price expectations) are much higher than those assumed by the 
studies, as most of the studies rely on dated Energy Information Administration natural gas price 
forecasts projecting prices that are far lower than current price expectations. It is uncertain to 
what degree this apparent underestimate of natural gas prices will negate the effects of 
underestimating current wind costs; the uncertainties involved with predicting these two inputs 
highlight the importance of performing scenario analysis. 

Conclusions 

With few exceptions, the long-term electricity rate impacts of state RPS policies are projected to 
be relatively modest. When these electricity cost impacts are combined with possible state RPS
induced natural gas price reductions and corresponding gas bill savings, the overall cost impacts 
are even smaller. 

The large diversity of modeling methodologies and assumptions used to estimate state RPS costs 
demonstrates that state RPS cost analysis is still an evolving process, and that a standard 
template has not yet emerged. Moreover, like most prospective analyses of electricity markets, 
state RPS cost analysis is an inherently uncertain practice, highlighting the importance of 
evaluating the sensitivity of projected state RPS costs to uncertain input parameters. Though this 
report focuses most heavily on RPS-induced rate impacts, an increasing number of studies are 
modeling the macroeconomic or other public benefits of state RPS policies, either in addition to 
or exclusive of rate impacts. 

State RPS cost studies are becoming more sophisticated, but improvements are still possible. We 
identify a number of areas of possible improvement for future state RPS cost studies: 

• Improved treatment of transmission costs, integration costs, and capacity values: 
Transmission availability and transmission expansion costs have become among the most 
important barriers to renewable energy in many states, but these costs are often poorly 
understood and imprecisely modeled in state RPS cost studies.7 The capacity value of 
renewable energy (wind, in particular), as well as the cost of integrating renewable energy 
into larger electricity systems, are likewise emerging as potentially important variables, and 
studies analyzing state RPS policies with relatively high incremental targets must be careful 
to properly account for these potential costs and impacts. 

• More rigorous estimates of the future cost and performance of renewable technologies. As 
the renewable energy market continues to rapidly evolve and expand, the need for accurate, 
rigorous, and up-to-date estimates of renewable resource cost, performance, and potential is 
as acute as ever. Unfortunately, some of the most commonly used data sources for the cost 
and potential of renewable generation technologies are somewhat dated and arguably not up 

6 This is not true of studies that assume that avoided costs will be effectively determined by the cost of non-natural
gas generators (i.e., coal-fired generators), but most of the studies in our sample have explicitly or implicitly 
assumed that avoided costs will be primarily determined by the cost of natural gas-fired generation. 
7 The same criticism also often applies to some extent to cost evaluations of transmission expansion needed for 
conventional generation. 
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to the task. Developing better estimates of future renewable technology cost and 
performance would require time and resources that are beyond the scope of many state RPS 
cost studies, and would probably be best managed by a government agency. The availability 
of such information would improve the credibility of state RPS cost analysis and lend more 
weight to economic analysis of renewable technologies in general. 

• Consideration of competing state RPS requirements: As the number of states that have 
adopted RPS policies continues to grow, the available supply of renewable energy in regions 
with limited renewable potential (e.g., New England) may become more costly due to 
increased demand. Future cost studies would be well served to consider renewable demand 
from existing and potentially new RPS policies in neighboring states and regions and 
evaluate the potential effect of this demand on state RPS rate impacts. 

• Estimating the future price of natural gas: Where possible, base-case natural gas price 
forecasts should (arguably) be benchmarked to then-current NYMEX futures prices 
(Bolinger et al. 2006). Furthermore, given fundamental uncertainty in future gas prices, a 
healthy range of alternative price forecasts should be considered through sensitivity analysis. 
To calculate the potential secondary impacts of increased renewable energy deployment on 
natural gas prices, either an integrated energy model or the simplified tool developed by 
Wiser et al. (2005) might be used. 

• Evaluation of coal as the marginal price setter: With high natural gas prices, some states 
are shifting away from natural gas towards other resources, especially coal. A few of the 
state RPS cost studies already assume that coal is the marginal fuel type that is offset by 
increased renewable generation, but most of the studies assume that natural gas will be the 
primary source of displaced electricity generation. New studies should more closely 
investigate the possibility that RPS generation may increasingly displace coal-fired and other 
non-gas-fired generation. Such a shift would likely reduce the importance of natural gas bill 
savings, but could also increase the importance of carbon emissions reductions. 

• Greater use of scenario analysis: The inaccuracy of long-term fundamental gas price 
forecasts from the EIA and other private sector firms in recent years underscores the 
importance of using scenario analysis to bound possible outcomes. Not only is the future 
cost of conventional generation unknowable, renewable technologies themselves are 
experiencing rapid changes, both of which render the long-term impacts of RPS policies 
highly uncertain. Such uncertainty can be evaluated, to a degree, through greater use of 
scenario analysis. Some of the variables that may be most appropriate for scenario analysis 
include renewable technology potential and costs, future natural gas prices, the period of 
PTC extension, and the potential impact of future carbon regulations. 

• Consideration of future carbon regulations: As some states and regions begin to implement 
carbon regulations, renewable generators may stand to benefit. It is also possible that federal 
carbon regulations will be developed within the time horizon of state RPS policies. Although 
these trends may significantly reduce the incremental cost of renewable generation required 
by state RPS policies, the risk of future carbon regulation has only been modeled by four of 
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the studies in our sample. In future studies, we recommend that the risk of future carbon 
regulations be explicitly considered, at a minimum through scenario analysis. 

• Accurate representation of state RPS market structure: In some regions of the country, 
state RPS compliance strategies based on short-term markets for renewable energy credits 
(RECs) have led to unexpected cost impacts. For example, in Massachusetts, a lack oflong
term contracts to support new renewable development (coupled with high demand for RECs 
and difficulties in siting and permitting) has resulted in ratepayer costs that are substantially 
higher than anticipated. State RPS cost studies should seek to adopt modeling approaches 
that are consistent with probable state RPS market structures. 

• More robust treatment of public benefits: Though an increasing number of studies have 
modeled macroeconomic benefits, the assumptions driving these analyses are often 
inconsistent, and the wide range of results may detract from the credibility of such studies. 
More work is needed to identify the most feasible and defensible assumptions governing the 
public benefits of renewable energy, including the fossil fuel hedge value of renewable 
energy and the benefits of reduced carbon emissions, in addition to employment and 
economic development impacts. 

Actual state RPS costs may differ from those estimated in the state RPS cost studies. The 
improvements listed above, if adopted, should lead to more accurate and realistic projections of 
the costs and benefits of state RPS policies in the future. In the meantime, it is difficult to assess 
whether the state RPS impact studies reviewed in this report present overly optimistic or overly 
conservative estimates of future costs. Some of the assumptions in the state RPS cost studies 
that may result in an underestimation of actual RPS costs include: 

• Wind capital cost assumptions that appear too low in many cases, given recent increases 
in wind costs; 

• Transmission and integration costs that are not fully considered in some instances; 
• Use of an "average cost" approach to estimate incremental renewable generation costs in 

some situations when a marginal-cost-based approach may be more appropriate; 
• Lack of full consideration for the potential demand for renewable energy from other 

sources (such as demand from other state RPS policies); 
• Increased likelihood that coal-fired generation will set wholesale market prices in some 

regions which, in the absence of carbon regulations, may make renewable generation less 
economic than when renewable energy is presumed to compete with natural gas; and, 

• Expectations in some cases that the federal production tax credit (PTC) will be available 
indefinitely, which may be overly optimistic given the political uncertainty affecting PTC 
extension. 

Conversely, a number of other cost study assumptions may result in an overestimation of actual 
state RPS costs, including: 

• Reliance on natural gas price forecasts that are almost universally substantially below 
current price expectations; 
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• Secondary natural gas and/or wholesale electric price reductions that have not been 
modeled in many of the studies; 

• The potential for future carbon regulations, which are ignored in most of the studies in 
our sample; and 

• Expectations in many cases that the PTC will only be available for either a very limited 
period or not at all, which may be overly conservative given the recent two-year 
extension of the PTC and the possibility for longer-term extension. 

As states accumulate more empirical experience with actual state RPS policies, future analyses 
should benchmark the cost projections from state RPS cost studies against actual realized cost 
impacts as a way to both inform future state RPS modeling efforts and better weigh the potential 
costs and benefits of state RPS policies. 
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1. Introduction 

Renewables portfolio standards (RPS) require that a minimum amount of renewable energy is 
included in each retail electricity supplier's portfolio of electricity resources. They do so by 
establishing numeric targets for renewable energy supply, which generally increase over time. 
To date, 21 states in the U.S., along with the District of Columbia, have adopted such standards 
(Figure 1 ). Additional states, such as Illinois and Vermont, have established voluntary standards, 
while still others are considering enacting obligatory RPS policies. RPS policies have also been 
developed in several other countries, and have been considered (but not adopted) by the U.S. 
Congress. 

,._IHI: 20% by 2020 

~. 

Figure 1. State RPS Policies Currently in Place (March 2007)8 

A well-designed RPS should generally encourage competition among renewable developers and 
provide incentives to electricity suppliers to meet their renewable purchase obligations in a least
cost fashion. In part to accommodate diverse goals and regional differences, however, state RPS 
policies differ in their design. The definition of eligible renewable projects and the amount of 
renewable energy that is required varies. In many- but not all- jurisdictions, electricity 
suppliers can meet their RPS obligations through the use of tradable renewable energy 
certificates (RECs); in theory, the use ofRECs increases compliance flexibility and may 
therefore reduce overall compliance costs. RPS policies in some states provide for resource tiers 
or credit multipliers, which are designed to promote diversity among renewable technologies.9 

State RPS policies also vary in their scope of application (e.g., whether publicly owned utilities 

8 Illinois and Vennont have established voluntary state RPS policies. Maine has also recently adopted a goal that 
"new" renewable energy comprise 10% of the state's electricity supply on a capacity basis. 
9 With the resource tier approach, higher cost or higher priority technologies are grouped together in a compliance 
tier, so that they are not competing with lower cost or lower priority technologies, which comprise a second tier. 
Credit multipliers provide additional state RPS compliance "credit" for certain types of renewable generation, e.g. 
PV technology or renewable energy generated in-state. 
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are required to comply), and in their use of compliance flexibility and non-compliance 
1 

. 10 
pena ties. 

Opponents of state RPS policies frequently claim that these policies are not worth implementing 
because the incremental costs of renewable energy may lead to substantial increases in electricity 
prices. State RPS proponents often counter these claims by presenting evidence of the modest 
cost of renewable energy resources and touting the macroeconomic and social benefits of state 
RPS policies. In many states, RPS stakeholders -often proponents or neutral parties, but 
possibly opponents as well - have authored or commissioned studies to analyze the potential 
costs and benefits of such policies. 

This report summarizes the results and methodologies of28 state RPS cost-impact analyses 
completed since 1998 in the United States. Though a number of additional national- and 
regional-level cost-impact studies have also been performed, we limit our survey to state- or 
utility-level analyses to reflect the present reality in which no national or regional-level RPS 
policy exists in the United States. Because our primary aim is to compare studies that report the 
projected impacts of state RPS policies on retail electricity rates, we also exclude state RPS 
analyses that do not report such impacts but that instead focus exclusively or primarily on 
projections of macroeconomic effects (e.g., effects on employment and gross state output). 11 We 
similarly exclude studies that model state RPS policies as part of a larger portfolio of climate 
change or clean energy policies, unless RPS-specific costs are provided. 12 Finally, we exclude 
two otherwise-relevant cost studies that were published after our analysis had already begun. 13 

The primary purpose of this report is to summarize, in as consistent a fashion as possible, the 
results of these 28 cost-impact analyses, including both the projected costs and benefits of state
and utility-level RPS programs. In so doing, we hope to illustrate the expected bounds of likely 
impacts. We also highlight and, in some cases, critique the various methods used by these 
studies, with a goal of identifying possible areas of improvement for future state RPS analyses. 14 

The remainder of this report is organized as follows: 

• Section 2 presents a general overview of the 28 state-level RPS cost studies included in our 
analysis. 

• Section 3 provides a summary and comparison of the renewable resource mix and direct cost 
impacts projected by the state RPS cost studies. 

1° For an international review of early experience with RPS policies, see van der Linden et al. (2005). For a 
somewhat dated review of U.S. experience, see Wiser et al. (2004). See Rader and Hempling (2001) for a detailed 
but also dated discussion ofRPS design issues. 
11 Examples of such analyses include Boumakis et al. (2005), Madsen et al. (2007), Perryman (2005), and Virtus 
(2002). 
12 For example, we exclude the Connecticut Climate Change Action Plan, which models a state RPS as one of 
several climate change mitigation policies but does not identify RPS-specific costs, and we exclude a recent study 
for Michigan that looks at the impacts of renewable energy and energy efficiency investments in combination. 
13 These are LaCapra et al. (2006) [North Carolina] and Gittell and Magnusson (2007) [New Hampshire]. 
14 We do not compare the projected costs and benefits of state RPS policies with the realized costs and benefits of 
those state RPS policies that are now operating. We leave that important comparison for future work. 
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• Section 4 identifies any alternative scenarios that are analyzed by the state RPS cost studies, 
and presents the anticipated costs associated with those scenarios. 

• Section 5 summarizes the projected benefits of the state RPS policies, and compares the 
expected employment impacts, risk mitigation benefits, and C02 emissions reductions that 
are quantified in the studies. 

• Section 6 compares the general modeling approaches used by the state RPS cost studies and 
includes a discussion of how the studies have represented state RPS market structure. 

• Section 7 describes the methodologies and assumptions that the state RPS cost studies have 
used in modeling renewable resource potential and cost. 

• Section 8 describes the methodologies and assumptions that the state RPS cost studies have 
used in modeling avoided cost. 

• Section 9 summarizes our key findings and highlights some possible areas of improvement 
for future state RPS cost studies. 
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2. Overview of State RPS Cost Analyses 

2.1 Study Identification 

Eighteen states, covering most regions of the country, are represented in the 28 state RPS cost 
studies we surveyed (see Figure 2 below and Table 1 on the following page). A complete 
bibliography of the studies is provided in Appendix A. Not surprisingly, most of these cost
impact studies analyze state RPS policies in states that now have RPS programs in place. Only 
five of the reviewed studies (in Indiana, Oregon, Nebraska, Virginia, and Vermont) apply to 
states that have not yet adopted a mandatory RPS. 

GDS 2001 

CCAP/ICF 2003 Synapse 
ICF 2003 2003 
DPS 2004 

~Doofona.r~ 2004 

._!'>'"""'"""' 2003 

Figure 2. State RPS Cost-Impact Studies Included in Report Scope15 

15 Tellus (2004) is a single study that models RPS policies for Washington, Oregon, and California. Because results 
are presented for each state individually, we include this study in our sample. 
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Table 1. List of Reviewed State RPS Cost-Impact Studies 

State Principal Author(s) Year Title 

AZ AZ PIRG Education Fund 2005 Renewing Arizona's Economy: The Clean Path to Jobs and Economic 
(AZPIRG) Growth 

AZ Pacific Energy Group 1998 Solar Portfolio Standard Analysis 
(PEG) 

CA Union of Concerned 2001 Powering Ahead: A New Standard for Clean Energy and Stable Prices 
Scientists (UCS) in California 

CAlOR/ Tellus 2004 Turning the Corner on Global Warming Emissions: An Analysis of 
WA Ten Strategies for California, Oregon, and Washington 

CA Environment California 2004 Clean and Affordable Power: Updated Cost Analysis for Meeting a 
(LADWP) (EC) 20% Renewables Portfolio Standard by 2017 at LADWP 

CA Center for Resource 2005 Achieving a 33% Renewable Energy Target 
Solutions 

co Public Policy Consulting 2004 The Impact of the Renewable Energy Standard in Amendment 37 on 
(PPC) Electric Rates in Colorado 

co ucs 2004 The Colorado Renewable Energy Standard Ballot Initiative: Impact on 
Jobs and the Economy 

HI GDS Associates (GDS) 2001 Analysis of Renewable Portfolio Standard Options for Hawaii 

IA Wind Utility Consulting 2000 Projected Impact of a Renewable Portfolio Standard on Iowa's 
(WUC) Electricity Prices 

IN Engineering Economic 2006 Rate Impact of a Renewable Electricity Standard in Indiana 
Associates (EEA) 

MA Sustainable Energy 2002 Massachusetts RPS: 2002 Cost Analysis Update- Sensitivity 
Advantage (SEA) & La Analysis 
Capra 

MD Synapse Energy 2003 The Mary land Renewable Portfolio Standard: An Assessment of 
Economics Potential Cost Impacts 

MN Wind Utility Consulting 2001 Projected Impact of a Renewable Portfolio Standard on Minnesota's 
(WUC) Electricity Prices 

NE ucs 2001 Strong Winds: Opportunities for Rural Economic Development Blow 
Across Nebraska 

NJ Rutgers CEEEP 2004 Economic Impact Analysis of New Jersey's Proposed 20% Renewable 
Portfolio Standard 

NY Center for Clean Air 2003 Recommendations to Governor Pataki for Reducing New York State 
Policy (CCAP)/ICF Greenhouse Gas Emissions 

NY ICF Consulting 2003 Report of Initial Analysis of Proposed New York RPS 

NY NY Department of Public 2004 Renewables Portfolio Standard Order Cost Analysis 
Service (DPS) 

NY Potomac 2005 Estimated Market Effects of the New York Renewable Portfolio 
Standard 

PA Black & Veatch (B&V) 2004 Economic Impact of Renewable Energy in Pennsylvania 

RI Tellus 2002 Rhode Island RPS Modeling 

TX ucs 2005 Increasing the Texas Renewable Energy Standard: Economic and 
Employment Benefits 

VA Clean Energy 2005 A Portfolio-Risk Analysis of Electricity Supply Options in the 
Commercialization (CEC) Commonwealth of Virginia 

VT Synapse 2003 Potential Cost Impacts of a Vermont Renewable Energy Portfolio 
Standard 

WA Lazarus, Lazar, 2003 Economics of a Washington Energy Portfolio Standard: Effects on 
Hammerschlag Ratepayers 

WA ucs 2006 The Washington Clean Energy Initiative: Effects ofi-937 on 
Consumers, Jobs and the Economy 

WI ucs 2006 A Study to Evaluate the Impacts oflncreasing Wisconsin's RPS 
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2.2 Design of State RPS Policies in Study Sample 

The publication of most of these studies was timed to coincide with state RPS legislation that had 
been proposed or implemented, and many studies evaluate state RPS policies designed as 
proposed or implemented through that legislation. Less frequently, some studies advance their 
own proposals for state RPS legislation. Twenty-one of the 28 studies have been published since 
2003, reflecting the recent surge in state RPS adoption. Because some of the studies analyze 
state RPS proposals that were later substantially modified or never adopted, the RPS design that 
each study analyzes does not necessarily reflect the policy that was eventually adopted (if a 
policy was adopted at all). A few of the studies have updated their original analysis to more 
accurately reflect the state RPS design that was ultimately adopted; in these instances, we 
include only the quantitative results from the updated analysis, though we sometimes describe 
qualitative aspects of the original studies. 

As one might expect, the state RPS policies modeled by these studies differ substantially with 
respect to structure, design, and quantitative target level. Table 2 briefly summarizes some of the 
most pertinent details of the state RPS policy designs that are modeled by the cost studies in our 
review. 16 Table 2 primarily identifies the "base-case" state RPS policies analyzed in each study; 
many of the studies evaluate multiple RPS designs as alternative cases, and these are discussed in 
Section 4. A number of the studies do not explicitly identify a "base-case" scenario; Appendix B 
identifies these studies and our rationale for choosing a base-case scenario in each instance. 

For the purposes of the table, and subsequent analysis, we define the "incremental target" as the 
incremental amount of new renewable generation needed to achieve the "overall RPS target," 
taking into consideration the fact that in some cases existing renewable generation is eligible to 
help meet the overall state RPS target. 17 In other words, the incremental target is our estimate of 
the difference between the overall state RPS target and the existing baseline renewable 
generation level. 18 A few studies project some level of new renewable generation in the 
reference case scenario without the application of the state RPS (i.e., CA/OR/WA (Tellus), 
Texas (UCS), Virginia (CEC), and Washington (UCS)). 19 In these cases, we allocate this new 
renewable generation to the existing baseline renewable generation level when estimating the 
incremental target, thereby "depressing" the incremental target. 20 This approach is used because 
in evaluating the costs and benefits of state RPS policies, these few studies compare the 
modeling output of the state RPS scenario relative to the reference-case scenario, which also 
includes some level of renewables development. Because many of the other studies do not take a 

16 For more information on the state RPS design modeled by each individual study, readers should refer to the 
original cost-impact studies cited in Table 1. Appendix A contains URLs for those studies that are available online. 
17 A "new" renewable resource is typically defined as a facility that comes online after a specific date. This 
date is generally set to be a few months to a few years prior to when state RPS requirements go into effect. 
18 In states that do not allow for state RPS participation by existing resources, the incremental RPS target is equal to 
the overall target. We also assume the two target levels to be equal when existing resources are eligible, but the 
baseline level of existing renewable generation is negligible. 
19 In addition, Rhode Island (Tell us) includes a negligible amount of increased generation from existing renewable 
plants in the study's reference case. 
20 Were we not to allocate this new renewable generation to the baseline, then the incremental targets would be 6.3% 
for Texas (UCS), 21.4% for CA (Tellus), 15.7% for OR (Tellus), and 18.5% for WA (Tellus). In the case ofCA 
(Tellus), most of the new renewable generation in the reference case is due to an existing 20% by 2017 RPS (as 
compared to the policy case state RPS, which calls for 33% renewable generation by 2020). 
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similar approach - effectively assuming that no renewable generation will be developed absent 
the state RPS- this does create some minor inconsistency in study comparisons. 

Table 2. State RPS Policies as Modeled by RPS Cost Studies 

Study Overall State Incremental Year Target is Additional Notes 
RPS Tar2et RPS Tar2et Reached 

AZ (PIRG) 20% 20% 2020 

AZ(PEG) 1% 1% 2002 Only eligible technology is solar 

CA (CRS) 33% 16.7% 2020 Target percentages are measured with respect to the 
load of investor-owned utilities 

CA (UCS) 20% 13.2% 2010 

CA (Tellus) 33% 11.2% 2020 Incremental to existing 20% state RPS 

CALADWP 20% 20% 2017 2004 update to original 2003 study; RPS applies only 
(EC) to the Los Angeles Department of Water and Power 

(LADWP), which represents approx. I 0% of statewide 
load 

CO (PPC) 10% 6.5% 2015 Update to earlier study; includes credit multiplier for 
in-state resources and 0.4% set-aside for solar 

CO(UCS) 10% 6.3% 2015 Includes credit multiplier for in-state resources and 
0.4% set-aside for solar 

HI (GDS) 9.5% 3.8% 2010 Also models a 10.5% state RPS target 

IA (WUC) 10% 8.6% 2015 

IN (EEA) 10% 10% 2017 

MA (SEA) 7% 7% 2012 2002 Update to original2000 study 

MD (Synapse) 7.5% 7.5% 2013 

MN(WUC) 9% 9% 2010 

NE(UCS) 10% 10% 2012 

NJ (Rutgers) 20% 13.5% 2020 Incremental to existing 6.5% state RPS; includes 
incremental solar tier of 0.64%. 

NY(CCAP) 8% 5.2% 2012 

NY (ICF) 25% 8% 2013 Resource tiers: at least 0.4% fuel cells and 0.4% solar 
PV 

NY(DPS) 25% 7.7% 2013 2004 update to original2003 and 2004 studies; 
includes 0.15% customer-sited tier 

NY (Potomac) 25% 6.9% 2013 Includes 0.15% customer-site resource tier 

OR (Tellus) 20% 10.6% 2020 

PA (B&V) 10% 7.2% 2020 Update to earlier study; two-tiered portfolio standard, 
but we only include results from Tier I: the renewable 
energy tier 

RI (Tellus) 20% 18.4% 2020 Also models I 0% and 15% targets 

TX(UCS) IO,OOOMW 2.7% 2025 Also models 20% by 2020 target 

VA (CEC) 20% 16.9% 2015 Also models 15% target 

VT (Synapse) 10% 10% 2015 Also models 5% and 20% targets 

WA(Lazams) 15% 15% 2023 State RPS includes efficiency, but 15% targets 
identified here only reflect renewables 

WA(UCS) 15% 11.9% 2020 RPS includes efficiency, but we only include results 
attributable to the renewable additions 

WA (Tellus) 20% 16.6% 2020 

WI (UCS) 10% 7.2% 2015 2006 update to original 2003 study 
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A few of the studies evaluate state RPS policies with multiple resource tiers. These resource 
tiers may include energy efficiency measures, as well as resources that are not generally 
considered to be renewable. For example, Tier II of Pennsylvania's "Advanced Energy Portfolio 
Standard" includes waste coal facilities, integrated gasification combined cycle plants, and 
measures that reduce greenhouse gas emissions. In this case, we only report and evaluate the 
impacts of Tier I of the energy standard, which includes renewable resources. Similarly, when 
energy efficiency is eligible, we isolate the cost impacts of the renewable resources to facilitate 
comparability with the other state RPS studies. In several other cases, state RPS policy designs 
include solar or customer-sited distributed generation tiers; studies that include such tiers are 
identified in Table 2. 

2.3 Primary Authorship and Funding Source of Studies in Sample 

Figure 3 identifies the types of organizations that have served as the primary authors and funding 
sources of the state RPS cost-impact studies that we reviewed. The vast majority of studies have 
been authored by consultants (over 55%) and non-governmental organizations (NGOs, roughly 
35% ). Funding has predominantly come from non-profit foundations and interest groups 
(representing over 55% of primary funding sources) and state utility commissions or energy 
agencies (representing roughly 25% of primary funding sources )_21 

Trade Utility group 
(1) 

Figure 3. Primary Authorship and Funding Source of State RPS Cost Studies 

Some of these studies were conducted as part of an extended public process. These reports 
typically involved the participation and input of diverse stakeholder groups, and in some cases 
were part of a larger, state-sponsored regulatory proceeding that allowed for public comments on 

21 When studies have been funded by multiple entities, we only identify the primary funding source. 
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draft versions of the study. Most of the studies in our sample, however, were not distributed for 
broad public review prior to publication. It is also noteworthy that many of the reviewed studies 
have been produced by organizations and authors that are strongly supportive of state RPS 
policies, whereas few of the studies have been funded or conducted by state RPS opponents. 
This report does not attempt to account for any potential bias that might result from the type of 
study author or funding source, though it does scrutinize the studies' methods and assumptions 
more generally. 
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3. Projected Renewable Resource Mix and Direct Costs 

This section summarizes two of the most important outputs of the state RPS cost-impact studies: 
the projected impacts of state RPS policies on renewable energy deployment by technology and 
on the direct costs of that deployment. In the former case, we present the expected amount of 
generation from each renewable technology used to meet the state RPS policies. In the latter 
case, we define direct costs to include the impact of renewables deployment on retail electricity 
rates and bills. These direct costs do not include the effect of increased renewable generation on 
the price of input fuels such as natural gas, which may then generate consumer savings outside of 
the electricity sector (this potential impact is covered in Section 5). Direct costs do, however, 
include wholesale electricity price reductions, including any electricity price reduction caused by 
lower natural gas prices; these impacts are included as direct effects because they influence 
consumer electricity bills. We focus here on impacts in the base-case state RPS scenario; the 
results of alternative scenarios are identified here, but are discussed in more depth in Section 4.22 

Here, and elsewhere in the report, we ignore the social costs of state RPS policies and focus 
exclusively on retail cost impact projections, since the studies themselves are focused on 

d . 1 23 consumer, an not soc1a, costs. 

3.1 Methodology for Comparing Results from Multiple Studies 

The studies in our sample present projected state RPS costs in many different ways. Though 
most studies report expected retail rate impacts, some studies only report changes in electricity 
sector generation (i.e. utility) costs. In addition, the studies use different units to convey cost 
results, including percentage change in costs (either on a retail- or generation-cost basis), total 
incremental system costs in dollars, changes to retail rates in cents per kilowatt-hour (kWh), 
changes to monthly electricity bills, and renewable energy certificate (REC) prices. 

Developing a consistent set of metrics for comparing cost projections across studies is therefore 
necessary. To do so, we compare cost projections using two metrics that are easily understood 
and, where necessary, are readily converted from other data: (1) percentage changes in retail 
electricity rates, and (2) monthly electricity bill impacts for a typical residential household. The 
specific approaches that we used to convert cost data to these metrics are described in Appendix 
B. To further facilitate comparisons, all cost data have been converted to real2003 dollars. 

It is also difficult to create a method for comparing results from different time periods. Each 
study uses a different timeframe for its analysis.24 The studies also report expected costs using a 

22 We use the term "base case" to represent the baseline state RPS scenario (as compared to the alternative RPS 
scenarios described in more depth in Section 4), while we use the term "reference case" to refer to the business-as
usual, non-RPS scenario. 
23 Though social costs may be more important from a strictly economic perspective, electricity market analyses often 
emphasize consmner cost impacts. Though these cost impacts may sometimes represent wealth transfers rather than 
true social costs, consumer cost projections are likely to be more relevant to most RPS stakeholders than are 
expected costs to society that ignore wealth transfers. 
24 For instance, the New York (DPS) study reports cost and renewable generation results for the 2006-2013 period, 
which coincides with the time interval during which the New York RPS requirements take effect. In contrast, the 
Colorado (PPC) study reports cost and renewable generation results for the 2005-2024 period, which is longer than 
the state RPS implementation period of2006-2015. 
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variety of different time horizons; they may report annual costs, costs averaged over a given 
timeframe, and/or the present or net present value ofRPS-induced costs. The use of averaged 
data or individual "snapshot" years also complicates comparisons. More generally, comparing 
results from studies that themselves have been conducted over a span of several years is 
potentially problematic because underlying conditions may have changed over this period. 
Perhaps most obviously, natural gas prices (and price expectations) are much higher today than 
they were in years past, so a state RPS study conducted several years ago would naturally yield 
different results than one conducted in the same manner today. 

Given these challenges, complete comparability across all of the studies in our sample is simply 
not possible. Nonetheless, we temporally normalize the results from the different studies by 
presenting results from the first year that each state RPS reaches its ultimate target level. For 
New York, we present results for 2013, when the RPS first reaches its ultimate percentage target 
level of25%. For Colorado, we document results for 2015, when that state's RPS first reaches 
its ultimate percentage target of 10%.25 (Note that the absolute amount of renewable energy may 
increase somewhat after the state RPS target initially reaches its percentage peak due to load 
growth, even if the percentage itself then remains constant). 

Though an imperfect metric for characterizing the full trajectory of cost impacts and renewable 
resource projections within each study, using the results from the initial peak year is a tractable 
and consistent method for comparing the projected impacts across studies with very different 
timeframes, especially considering the data limitations of the reviewed studies. The projected 
costs of state RPS policies in these initial peak target years tend to be the highest or close-to
highest of the cost impacts from all of the years that are modeled, allowing us to be conservative 
in reporting expected costs (i.e., to avoid under-representing the potential long-term costs of state 
RPS policies). 26 Presenting data from the initial peak target year is also advantageous because 
the majority of the state RPS cost studies provide data for that year.27 

3.2 Projected Renewable Resource Mix: Base-Case Results 

Though most of the studies in our sample are focused on cost impacts, the majority (23 of 28 
studies) also forecast the mix of renewable technologies most likely to be used to meet state RPS 
requirements (typically assuming that the least-cost renewable resources are selected before the 
more expensive ones). Figure 4 and Figure 5 present the projected mix of new renewable 
generation used to meet the modeled state RPS policies.28 (For a complete list of technologies 
modeled by the cost studies, please see Section 7.1.) 

25 Due to data limitations, we were required to allow a few exceptions to this rule. Because Arizona (PEG) does not 
provide annual cost data, we use average 1998-2030 data as a proxy for long-term rate impacts. Iowa (WUC) 
provides only averaged data, so we use data averaged over 2005-2014 We interpolate between 2010 and 2015 data 
from New York (CCAP) to approximate estimates for 2012 (the initial peak target year of the state RPS policy 
modeled in the study). 
26 Most cost projections indicate that state-RPS-induced rate impacts will decrease following the initial peak target 
year, sometimes by a substantial amount. Several factors may cause this result, but perhaps of most importance is 
the fact that the studies assume continued upward movement in the expected cost of fossil generation. 
27 It would have been far more difficult, for instance, to compare average cost impacts from the reviewed studies, 
because many of the studies do not include sufficient data to enable such a comparison. 
28 Again, for consistency the data are taken from the first year in which each modeled RPS reaches its ultimate 
target. Here and elsewhere in this report, results from Rhode Island (Tell us) reflect the impacts of state RPS policies 
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Perhaps not surprisingly, wind is expected to be the dominant technology, representing 62% of 
incremental state RPS generation across all of the studies combined. Projected wind deployment 
is particularly prevalent in the Midwest and Texas, accounting for 94% of projected incremental 
RPS generation in those states. Geothermal, which accounts for 18% of projected incremental 
generation across the studies, is a distant second, and almost all of the expected geothermal 
additions are from the two California studies. Biomass co-firing and direct combustion account 
for approximately 8% of expected incremental state RPS generation, while hydro, landfill gas, 
and solar each comprise less than 4%.
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Figure 4. Incremental Renewable Energy Deployment by Study and Technology 

in Connecticut and Massachusetts as well as in Rhode Island. These impacts are apportioned to Rhode Island based 
on the state's contribution to demand for new renewable generation in the region. Please refer to the study for more 
detail on its modeling assumptions. 
29 These percentages are purely intended for illustrative purposes. They do not represent the overall RPS mix that 
would be developed ifRPS policies were adopted in all of the states for which cost studies have been performed. 
Renewable energy deployment data are not available for all states, and multiple cost studies exist in some states, 
thereby "double counting" the impacts of those states' RPS policies on these percentage figures. 
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other 

6% 

Figure 5. Mix of Incremental Renewable Generation from All Studies Combined (GWh, %) 

Although not evident by the figures, it is worth mentioning that some studies treat the specific 
mix of renewable energy resources as an input to their cost estimation model, whereas in other 
studies the mix of renewable resources is a model output. When treated as an input, the 
renewable energy mix is typically crudely estimated according to the cost study author's 
knowledge of the situation in the state(s) being modeled. When treated as an output, renewable 
energy deployment is usually estimated by constructing an aggregate renewable resource supply 
curve, with the state RPS target level determining which generators in the supply curve are 
"selected" in a given year. The methodologies and assumptions governing renewable resource 
estimates are discussed in greater detail in Section 7.2. 

3.3 Direct Cost Impacts: Base-Case Results 

Figure 6 presents the distribution of expected retail electricity rate impacts from the studies in 
our sample, again focusing on the initial peak target year of each study?0 On the whole, state
RPS-induced rate impacts are typically projected to be relatively modest. More than half of the 
reviewed studies report base-case rate increases of between 0% and 1%. Six studies project that 
electricity consumers will experience cost savings as a result of the state RPS policies being 
modeled, at least in the base-case scenario. On the other extreme, nine studies predict rate 
increases above 1%, and two of these studies predict rate increases of more than 5%. 

30 The number of studies in Figure 6 is higher than 26 (the nmnber of studies in our review) because the individual 
state results from CA/OR/WA (Tellus) are shown separately. 
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Figure 6. Distribution of Base-Case Impacts on Average Retail Electricity Rates 

Figure 7 summarizes projected electricity rate impacts in percentage and ¢/kWh terms, for each 
individual state RPS cost study (again, focusing on the base-case scenario). Among our sample, 
the median projected increase in retail electricity rates is 0.7%, or 0.04 ¢/kWh. Relatively few 
studies predict increases in retail electricity rates that exceed 0.25 ¢/kWh. The largest cost 
savings are reported in the Texas (UCS) study, which estimates that the modeled Texas RPS 
could reduce consumer electricity costs by 5.2% (-0.4 ¢/kWh) compared to the business-as-usual 
reference case. The largest rate increase is predicted by the Arizona (PIRG) study, which 
estimates that electricity rates in the state could increase by 8.8% (0.7 ¢/kWh) compared to the 
reference case. 

These outlying rate projections are a function of the assumptions used in each study. The Texas 
(UCS) study assumed that the large amount of wind development resulting from the Texas RPS 
would have ripple effects on the national level. Specifically, the model assumed that the 
significant amount of Texas wind capacity additions would stimulate wind technology cost 
reductions on the national level, which would lead to increased wind development and greater 
natural gas price savings nationwide. In the case of the Arizona (PIRG) study, the high rate 
impact projections are in large part due to the study's assumption that 20% of the required state 
RPS generation would be produced by relatively high-cost solar technologies (for reference, the 
average contribution of solar technologies to state RPS generation across all of the studies that 
modeled RPS resource mix is less than 4% ). 
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Figure 7. Projected Electricity Rate Impacts by State RPS Cost Study 
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Though most of the studies project relatively limited impacts on retail electricity rates, the wide 
range of impacts shown in Figure 6 and Figure 7 underscores the large variability among the 
studies' cost results. In fact, cost results can vary widely even within a single state. For 
instance, two of the three cost studies that analyze essentially the same RPS design in New York 
estimate retail rate increases ofless than one percent (DPS and Potomac), but the third (the ICF 
study) projects the second highest cost increase of any study in our sample? 1 

Figure 8 presents a scatter plot of projected impacts on electric rates against the incremental state 
RPS target as modeled by each cost study. There is a faint correlation between state RPS target 
levels and incremental costs, but the R-squared of the linear regression is a modest 0.19. Clearly, 
factors beyond the state RPS targets are driving expected costs. 

The vertical error bars shown in Figure 8 represent the high- and low-cost estimates for each 
study that conducted scenario analysis around the base-case results. In some instances, these 
ranges can be extremely large. For example, the high estimate of the New Jersey Rutgers study, 
which applies to a scenario in which renewable technology fails to achieve expected future cost 
reductions, corresponds to a retail electricity rate increase of almost 23%. The results of this 
New Jersey study, as well as the other studies that conduct scenario analysis, reveal the 
sensitivity of projected state-RPS-induced costs to key input parameters. Section 4 contains a 
more detailed description of these scenario analyses. 

31 The fourth New York RPS study, which was written by CCAP, analyzes an RPS policy that is substantially 
different from the policy that was ultimately adopted. 
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Diamonds indicate base
case rate impacts. 
Vertical error bars 

represent rate impacts of 
alternate scenarios. 
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Figure 8. Relationship Between Incremental State RPS Targets and Retail Electricity Rate Impacts 

Direct costs can also be presented as the expected increase in an average residential consumer's 
monthly electricity bill. Figure 9 presents projected cost impacts in this form, along with error 
bars for those studies that include scenario analyses. As shown in these figures, cost studies of 
state RPS policies in Eastern states (and, more specifically, in Northeastern states) generally 
forecast higher cost impacts than studies of state RPS policies in other parts of the country. Four 
of the six highest projected RPS-induced cost impacts are from studies of Eastern states. The 
higher expected costs in the East are most-likely attributable to the region's lower renewable 
resource potential compared to elsewhere in the country and the higher costs of developing 
renewable projects in the Northeast. Though the predicted costs of state RPS policies in the East 
may be relatively high compared to those in the rest of the country, the median monthly 
residential bill impact among the Northeastern studies is still modest, at $0.82/month. Among 
the other (non-Eastern) states, the median monthly bill impact for an average household is 
$0.13/month. All but three of these studies forecasts monthly bill increases ofless than $1.00 for 
an average household. The most noteworthy exception is the Arizona PIRG study, which 
projects a bill increase of over $7.00 per month. 
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4. Scenario Analysis 

Twenty -one of the 28 studies we reviewed include some form of scenario analysis using input 
assumptions that differ from those used in the base case. No single type of scenario is dominant. 
This diversity is not surprising, and reflects differences among the state RPS policies and the 
electricity market conditions in each state.32 

Among the studies we reviewed, the scenarios that are most commonly modeled are the 
availability of the federal production tax credit, varying projections of renewable technology 
cost, fossil fuel price uncertainty, and wholesale market price uncertainty (Figure 10)?3 The 
prevalence of these scenarios perhaps implies -but does not prove- that projected state RPS 
costs are more likely to be sensitive to these particular factors than to others. State RPS cost 
sensitivity may be caused by a scenario's potentially large effect on electricity rates, by a high 
probability that a scenario will occur, or by a combination of a scenario's rate impact and 
probability of occurrence. 

Production Tax Credit Availability ----Renewable Technology Cost •••••••••••••• 10 

Fossil Fuel Price Uncertainty •••••••••••• 9 

Wholesale Market Price Uncertainty 

Alternate RPSTarget Levels 

Financing/Contract Assumptions 

--·----·6 ·---·5 Availability of Imports 4 

Carbon Credit Value •••••14 
Resource Eligiblity •••• 3 

Demand for RE from Other Sources 2 

Maximum Compliance Penalty Cost ••112 

Load Growth 

Portfolio Risk 

7 

11 

0 2 3 4 5 6 7 8 9 10 11 12 

Number of Studies Considering Each Scenario 

Figure 10. Sensitivity Scenarios Modeled by State RPS Cost Studies 

The sensitivity scenarios modeled by the state RPS cost studies are briefly described below, in 
qualitative terms (as before, we use the term "base case" to represent the baseline RPS scenario, 
while we use the term "reference case" to refer to the business-as-usual, non-RPS scenario.): 

32 As an example, cost studies of states that rely heavily on natural gas for their electricity supply are more likely to 
model the sensitivity of RPS rate impacts to changes in natural gas prices than are cost studies of states that are more 
reliant on coal. 
33 Two of the cost studies that we reviewed, New York (DPS) and Pennsylvania (B&V), include scenario analysis 
in earlier versions of their rate impact analysis, but did not re-model those scenarios in updated versions of that 
analysis. We do not include the results of these earlier analyses in this report, but we do count the scenario 
categories in Figure 10. 
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• Production Tax Credit availability: Reflects changes to the assumed duration of federal 
production tax credit (PTC) availability. Extended availability of the PTC results in lower 
state RPS rate impacts. 

• Renewable technology cost: Reflects changes to base-case renewable technology cost, fuel, 
and performance assumptions. Higher expected renewable technology costs result in higher 
state RPS rate impacts. 

• Fossil fuel price uncertainty: Reflects changes to reference-case fossil fuel (typically 
natural gas) prices. Higher fossil fuel prices result in lower expected state RPS rate impacts. 

• Wholesale market price uncertainty: Reflects changes to reference-case wholesale 
electricity market prices. Higher wholesale market prices result in lower state RPS rate 
impacts. 

• Alternate State RPS target levels: Reflects variations in the state RPS percentage target. 
Higher targets tend to increase expected state RPS rate impacts, either positively or 
negatively depending on the sign of the rate increase in the base case. 

• Financing/contract assumptions: Reflects changes to base-case renewable financing terms 
and/or different contractual arrangements for procuring renewable power. Lower cost 
financing and more favorable contract assumptions include lower finance rates and long
term, fixed-price contracts for bundled power. 

• Availability of imports: Reflects variations in the treatment of renewable power or RECs 
that are imported from nearby states or regions. In addition to policy considerations, other 
factors, such as technical constraints (e.g. transmission capacity constraints) and economic 
constraints (e.g. wheeling charges) can also influence import availability. Increased import 
availability increases renewable supply and results in lower expected state RPS rate impacts. 

• Carbon credit value: Reflects the value of renewable energy in reducing carbon dioxide 
emissions, especially if future regulations limit such emissions. Applying this credit to 
renewable energy (or, conversely, applying an additional cost to fossil fuel-based generation) 
reduces the expected/effective cost of state RPS compliance. 

• Resource eligibility: Reflects different definitions of RPS-eligible renewable generating 
technologies. Looser, or less restrictive, eligibility provisions increase the supply ofRPS
eligible resources and result in lower expected rate impacts. 

• Demand for renewable energy from other sources: Reflects changes in demand for
eligible renewable energy supply from other sources, such as voluntary green power 
programs or RPS policies in neighboring states. Increased demand for renewable energy
regardless of the source- results in higher expected state RPS rate impacts. 

• Maximum compliance penalty cost: Reflects the assumption that electricity suppliers pay 
the non-compliance penalty or alternative compliance payment that is assumed to apply to 
the state RPS. Penalties and alternative compliance payments can sometimes bound the 
maximum possible cost of a state RPS, because suppliers may choose to pay the penalty or 
alternative compliance payment when it presents a less costly alternative to purchasing 
renewable energy or RECs. 

• Load growth: Reflects changes to load growth assumptions. Higher load growth increases 
renewable power obligations in MWh terms, which may result in higher state RPS rate 
impacts. 

• Portfolio risk: Reflects the cost risk associated with a given electricity generation portfolio. 
In theory, a state RPS will reduce portfolio risk by reducing exposure to variable fuel costs, 
but this reduction in risk may result in higher average rate impacts. Depending on their 
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resource constitution, state RPS generation portfolios may have different levels of risk (with 
corresponding differences in rate impacts). 

Due to the wide range of scenarios modeled and the different assumptions used within each type 
of scenario, it is difficult to draw definitive conclusions about the relative impact of different cost 
drivers. Figure 11 and Figure 12, however, show the expected cost impacts of all of the scenario 
types modeled in the state RPS cost studies that we reviewed. 34 Within a data column, each 
marker represents the change in base-case monthly residential electricity bill impacts caused by 
an individual scenario from a single state RPS cost study. Figure 11 presents data on scenario 
types that result in lower state-RPS-induced electricity rate/bill impacts, while Figure 12 presents 
data on scenario types that generally result in higher electricity rate/bill impacts. 

Most individual scenarios do not appear to have major impacts on base-case state RPS costs. 
With few exceptions, the residential electricity bill impacts of these scenarios -as measured by 
changes from the base case - are less than $1 per month. Though such changes are not 
overwhelming, it is important to recognize that the median base-case residential electricity bill 
impact among the studies in our sample is just $0.38/month, with a range of($5.19)/month to 
$7 .14/month. Therefore, even a $1/month change from this base-case is sizable in percentage 
terms, and demonstrates significant cost sensitivity to input parameters. 

In some cases, scenarios result in incremental costs well above $1/month for an average 
household. The most conspicuous example is the New Jersey "high technology cost" scenario, 
which exceeds the base-case bill impact by about $14/month. This is largely explained by the 
relatively high amount of solar energy required by the New Jersey RPS, which would result in 
substantially higher costs if the technology does not become more economic over time.35 

A confluence of multiple scenarios can also impact costs more dramatically. In the 
Massachusetts (SEA) study, for example, none of the individual cost-saving scenarios results in 
monthly electricity bill savings of more than $0.40/month relative to the base case.36 However, 
the study also models the combined impacts of all of these cost -reducing scenarios and finds that 
they could save average residential customers $1.19 per month compared to the base case (the 
numbers are roughly reversed for the cost-increasing scenarios). This convergence of cost
reducing factors represents a "best case" scenario, though bill savings could be higher still if 
more aggressive assumptions are used. 

It is also apparent from the data that rate impacts are far from symmetrical within each scenario, 
at least among our sample of studies. In three instances, for example, higher expected fossil fuel 
prices result in rate savings for an average household of over $1 per month relative to the base 
case, but the highest rate increase due to lower fossil fuel prices is just $0.79 per month. This 

34 Some studies model more than two scenarios for each scenario type, e.g. three different natural gas price forecasts 
instead of just a high and low forecast. In these instances, we include only the two scenarios (one cost-decreasing 
and one cost-increasing) that have the greatest impact on rates. 
35 In reality, higher-than-expected solar technology costs would probably cause legislators to change the RPS policy 
to require less solar energy rather than allow state RPS rate impacts to reach such an extreme level. 
36 These individual cost-saving scenarios include: lower wholesale market price, less demand for renewable energy 
from other sources, PTC extension, more favorable financing, lower import costs, and lower renewable technology 
costs and fuel costs. 
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asymmetry may result from uneven assumptions in the high and low scenarios (i.e. a high natural 
gas price forecast that departs from the base case forecast by more than the low forecast), or it 
may result from significant non-linearity in the study's model. Natural gas price scenarios are 
further discussed in Section 5.2. 
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5. Projected Benefits 

Many of the studies also evaluate the potential public benefits of state RPS adoption. These 
benefits can be divided into three main categories: macroeconomic, risk mitigation, and 
environmental. Figure 13 identifies the number of studies that model each of these potential 
benefits. Though the figure includes only the primary metrics of employment, gross state 
product, and income under the category of macroeconomic benefits, a smaller number of studies 
also quantify revenues from state income, sales, and property taxes, and land lease payments.37 

Of the benefits covered in this section, only the risk mitigation benefits affect the direct costs 
shown in Section 3.3, and they do so only to the extent that they affect electricity prices. For 
example, the natural gas price suppression effect described later presumably reduces wholesale 
electric prices by decreasing the price of natural gas used in the electricity sector; these effects 
(where modeled) were included in the direct cost results presented earlier. In contrast, the 
benefits oflower natural gas prices for consumer natural gas bills (which can be much larger on 
a dollar-per-customer basis) are not included in the direct cost impacts reported earlier. 
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Figure 13. Potential Benefits Modeled by State RPS Cost Studies 

37 Arizona (PIRG) and New Jersey (Rutgers) quantify at least one type of tax effect. Arizona (PEG) quantifies the 
combined impact of tax revenue and income, but does not provide a separate estimate of each individual effect. In 
addition to tax impacts, Colorado (UCS), Nebraska (UCS), Texas (UCS), Washington (UCS), and Wisconsin (UCS) 
also quantify land lease payments to rural landowners. 
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5.1 Macroeconomic Impacts 

State RPS cost studies are increasingly considering macroeconomic impacts; seven of the nine 
studies in our review that estimate state RPS employment benefits were published in 2004 or 
later. In addition, over the last several years, a number of state RPS studies have exclusively 
modeled macroeconomic impacts; these studies are not included in our review, as we are 
primarily interested in expected rate impacts.38 The recent emphasis on the potential 
macroeconomic benefits of state RPS policies may signify that RPS proponents are increasingly 
accentuating these impacts to justify policy action. 

Figure 14 and Table 3 show the projected employment impacts from the nine cost studies in our 
sample that model these effects (Table 3 also shows gross state product effects). 39 All of the 
studies predict some level of net employment gain, ranging from a few hundred to several 
thousand jobs created. That growth in renewable energy generation may increase net 
employment is consistent with past analyses, which have often shown renewable energy to be 
more labor-intensive than conventional forms of electricity production (see, e.g., REPP 2001; 
Kammen et al. 2004). 

Since the studies use different methods40 and units41
, and estimate employment impacts of state 

RPS policies of vastly different size, it is difficult to directly compare the results of one study to 
another. With this in mind, the employment figures in Table 3 do not appear to be strongly 
correlated with the incremental renewable energy generation required to meet modeled state RPS 
policies. This may be due to different mixes of renewable technologies developed, different 
assumptions concerning in-state versus out-of-state renewable energy project development and 
manufacturing, and different approaches to the incorporation (or lack thereof) of energy bill 
impacts into the macroeconomic analysis.42 

38 These include: Bournakis et al. (2005), Madsen et al. (2007), Perryman et al. (2005), and Altman et al. (2002). 
39 Though we label the employment impacts in Figure 14 and Table 3 as "Incremental Net Jobs in Peak Target 
Year," they may actually represent cumulative impacts in some cases, e.g. they may count increases in short-term 
construction jobs from earlier years that no longer exist in the peak target year. These and other time frame and 
employment-type distinctions are not always clear in the studies, so we present the data with significant caveats. 
40 With the exception of Arizona (PEG), all of the studies in Figure 14 conduct input-output analysis that considers 
not only direct effects, but also indirect and induced employment gains and gross state product impacts. The 
specific tools used to conduct this analysis, however, vary by study. Arizona (PEG) is the only study that uses a 
"back-of-the-envelope" calculation to estimate direct economic effects 
41 Employment impacts, for instance, are typically reported using one of two metrics: "jobs," which are often of 
indeterminate length, and "job-years", which quantify both the number of jobs created and the duration of those 
jobs. 
42 Specifically, all of the studies smrunarized here except for Arizona (PEG) review the net employment gains of 
renewables deployment inclusive of job losses associated with the reduction in conventional forms of electricity 
production (Arizona (PEG) apparently does not account for these job losses). A majority of the studies- Arizona 
(PIRG), Colorado (UCS), New Jersey (Rutgers), Texas (UCS), Washington (UCS), and Wisconsin (UCS)- evaluate 
the influence ofRPS-induced retail rate impacts (either positive or negative) on employment (e.g., if an RPS is 
expected to raise retail electricity rates, those increases would be expected to result in some loss in statewide 
employment). The Washington (UCS) results presented in this report, however, do not include these retail rate 
impacts because UCS was unable to provide impacts that are uniquely associated with renewable energy (their 
analysis also included energy efficiency impacts). 
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Figure 14. Employment Impacts Predicted by State RPS Cost Studies 
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Table 3. Employment and Gross State Product Impacts Predicted by State RPS Cost Studies 

Cost Study Incremental Timeframe of Cumulative Change in Gross Model Used 
Net Jobs In Analysis Incremental State Product 
Peak Target RPS Target ($2003 Millions) 

Year (GWh) 

Arizona (PIRG) 308 2005-2020 96,500 $374 (in 2020) IMP LAN 

Wisconsin (UCS) 380 2006-2020 61,300 $95 (in 2020) IMP LAN 

Nebraska (UCS) 357 2003-2012 14,500 $37 (in 2012) IMP LAN 

Arizona (PEG) 600 1998-2010 5,700 n/a Spreadsheet 

Colorado (UCS) 1,290 2005-2020 46,500 $51 (in2015) IMP LAN 

Pennsylvania 3,747 2006-2025 186,600 $9,038 RIMS II 
(B&V) 

New Jersey 2,600-11,700 2005-2020 90,300 $203-1014 R/ECON 1-0 
(Rutgers) (in 2020) 

Texas (UCS) 14,600 2005-2025 225,800 $61 (in 2025) IMP LAN 

Washington (UCS) 30 2010-2025 76,400 $10 (in 2020) IMP LAN 

Note: All employment figures represent employment gains that occur in the state of the modeled state RPS. The 
employment figures from Pennsylvania (B& V) are based on a model of the state's Alternative Energy Portfolio 
Standard, which includes requirements for energy efficiency and other "Tier II" alternate (mostly non-renewable) 
energy sources. Employment and gross state product figures from Washington (UCS) represent only the impacts of 
the renewable energy additions of the state RPS (the study also models an efficiency standard), and do not include 
induced impacts from energy price changes. The Pennsylvania and Arizona employment figures are calculated by 
dividing the job-years reported in the studies by the length of the study's timeframe. Lower and upper bounds of 
range of New Jersey (Rutgers) impacts represent results from two renewable technology manufacturing scenarios: 
one in which all renewable technology is manufactured out-of-state, and one in which 100% of renewable 
technology is manufactured in-state (the data in Figure 14 represents the average of these two scenarios). 
Wisconsin (UCS) provides Scenario 2 results in the report text, but data shown here is from Scenario 1 (to be 
consistent with our base-case designation). 
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5.2 Risk Mitigation Benefits 

Two distinct types of risk mitigation benefits have been evaluated in the state RPS cost studies in 
our sample: energy price suppression effects and hedging energy price uncertainty. 

5 .2.1 Suppression of Electricity and Natural Gas Prices 

The effect of incremental renewable generation on reducing wholesale electricity and natural gas 
prices is a significant potential benefit of state RPS policies. However, few studies have 
attempted to quantify these price suppression effects, and the magnitude of these effects is 
somewhat uncertain. 

5.2.1.1 Electricity price effects 

In some instances, the increased cost of renewable generation relative to conventional fossil 
generation may be mitigated by cost savings that derive from reductions in wholesale electricity 
prices. Adding a substantial amount oflow-marginal-cost renewable generation to the electricity 
system reduces the demand for generation from conventional sources and may thereby suppress 
competitive wholesale energy prices. This effect may only be significant and important in 
markets with liquid wholesale spot markets, such as New England, New York, and PJM. 
Moreover, the magnitude of this effect is debatable: some studies believe that significant long
term reductions in wholesale energy prices are possible, while others have concluded that such 
reductions are likely to be minimal and fleeting as suppliers adjust to the new market conditions. 
According to the latter argument, to fairly evaluate this effect, it is critical to consider supplier 
response to lower prices (e.g., lower prices may slow capacity expansion, thereby increasing 
prices up to their pre-RPS levels, either through wholesale energy prices and/or through separate 
capacity markets). 

The four state RPS cost studies in our review that quantify these potential savings are all 
analyses ofRPS proposals in New York (Figure 15).43 Each of the studies projects overalllong
termfirm price reductions, ranging from 0.4% (NY CCAP and NY Potomac) to 2.6% (NY 
ICF).44 These overall effects are influenced by impacts on both wholesale energy and capacity 
prices. Three of the four studies, for example, predict increases in capacity prices (capacity 
prices have been converted to $/MWh in the figure, for ease of comparison), suggesting that any 
reduction in wholesale energy prices due to a state RPS may be partially or almost entirely offset 
by increases in capacity prices.45 For instance, the Potomac study predicts that increases in long-

43 Three other studies, Colorado (UCS), Rhode Island (Tellus), and Texas (UCS), also include some electricity price 
suppression effect (at a minimum through lower natural gas prices), but those effects are not specifically and 
separately quantified, and are therefore not reported here. In addition, New Jersey (Rutgers) includes a very small 
wholesale electricity price suppression effect that is induced by reductions in electricity demand that themselves are 
caused by higher overall electricity prices. Because this effect is fundamentally different from the price suppression 
effect that results from increased renewable generation, we do not include New Jersey (Rutgers) among the seven 
studies shown in Figure 13. 
44 The other study, New York (DPS), projects that firm wholesale prices will be reduced by 1.7%. For simplicity, 
we use price reduction data from Scenario 1 of New York (ICF). The price reduction effect is negligibly higher in 
Scenario 2. 
45 This effect is likely to occur in markets where the capacity factor of renewable generators is significantly higher 
than the capacity credit that they receive, thus shifting revenues from the energy to the capacity market. 
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run capacity prices will offset the majority of the wholesale energy price reductions. However, 
even small reductions in overall wholesale energy/capacity prices hold the prospect of offering 
significant aggregate savings to electricity consumers (which come at the expense of producers, 
so may not reflect a net societal gain).46 Table 4 shows that projected residential electricity bills 
would range from $0.11/month to $0.57 /month higher if the four New York cost studies had not 
modeled the effects of state RPS generation on wholesale market prices. 
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Figure 15. Wholesale Energy and Capacity Price Changes Projected by State RPS Cost Studies 

Table 4. Effect of Wholesale Market Price Reductions on State RPS Rate Impacts in 1st Year of 
Peak State RPS Target 

Cost Study Retail Rate Impact Retail Rate Impact Residential Residential 
Accounting for Excluding Electricity Bill Electricity Bill 
Wholesale Price Wholesale Price Impact Accounting Impact Excluding 
Effects (i.e. as Effects for Wholesale Price Wholesale Price 

Modeled) Effects ($/mo.) Effects {$/mo.) 
NY(CCAP) 2.7% 3.0% $1.63 $1.76 
NY (Potomac) 0.8% 1.0% $0.42 $0.53 
NY(DPS) 0.3% 1.0% $0.14 $0.53 
NY (ICF) 5.9% 7.0% $3.25 $3.82 

5.2.1.2 Natural gas price effects 

State RPS policies will also reduce fossil fuel consumption by avoiding generation from 
conventional sources, primarily natural gas and coal. Many recent reports have shown that 
increased renewable energy and energy efficiency deployment may put downward pressure on 

46 As noted earlier, these electricity-sector consumer savings (where modeled) are embedded in the direct cost 
results presented in Section 3.3. 
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natural gas prices by reducing national and regional gas demand and thereby easing supply 
constraints (see, e.g., Elliot and Shipley 2005; Wiser et al. 2005). Reduced gas prices will result 
not only in lower wholesale electricity prices (this effect, where modeled, is included in the 
direct cost results presented in Section 3), but also in lower end-use natural gas bills. 
Increasingly, renewable energy proponents cite this benefit in support of state RPS policies, 
though it deserves note that these consumer savings come at least in part at the expense of 
natural gas producers. 

Five of the studies in our sample quantify natural gas price effects in their base case analysis. 
Three of these five studies quantify the expected natural gas price savings in terms of in-state or 
intra-regional delivered natural gas prices, which (relative to the reference case scenario) are 
estimated to decline by an average of0.1% in Rhode Island (Tellus), 0.6% in Texas (UCS), and 
0.8% in Colorado (UCS) (Figure 16).47 Of the other two studies, the New York ICF analysis 
concludes that the natural gas savings are negligible, despite electricity sector natural gas 
demand reductions of 4-5% in the last year of the study (2013). The remaining study, New York 
(CCAP), also does not specifically enumerate its natural gas price reductions, but concludes that 
natural gas prices will decline slightly in 2010 and increase slightly in 2020, in response to 
decreases in electricity sector natural gas consumption of 8% and 7%, respectively. 
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Figure 16. Delivered Natural Gas Price Savings Projected by State RPS Cost Studies, Averaged 
Over Each Study's Timeframe 

Three other studies- California (CRS), Maryland (Synapse), and Virginia (CEC)- externally 
estimate potential natural gas price savings for illustrative purposes only (i.e., these savings did 
not factor into the analysis of direct state RPS costs). California (CRS) applies the empirical 
method developed by Wiser et al. (2005) to estimate potential price reductions. California (CRS) 
finds that gas prices would be reduced by an average of$0.02-0.06/MMBtu during the 2011-

47 These percentage reductions, and the data in Figure 16, represent the average change in delivered natural gas 
prices over the time period during which the RPS ramps up to its ultimate target level. This timeframe is 2005-2020 
for Rhode Island (Tellus), 2005-2025 for Texas (UCS), and 2005-2015 for Colorado (UCS). Rhode Island and 
Colorado data are for non-electric customers only; Texas data includes savings for electric generators. 
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2020 timeframe. In lieu of estimating natural gas price reductions, Virginia (CEC) simply 
assumes that each MWh of renewable generation will result in three dollars of consumer savings, 
using the Wiser et al. (2005) results as a benchmark. Maryland (Synapse) models two scenarios 
in which natural gas prices are assumed to fall by 2% and 4% relative to the reference case 
forecast. 

Natural gas price reductions caused by increased renewables deployment will benefit consumers 
nationwide, with a relatively small proportion of this benefit being gained by consumers in the 
state in which the RPS is adopted. Nonetheless, though the expected price savings in Figure 16 
may appear insubstantial, consumer natural gas bill savings are sometimes projected to be large 
enough to eclipse the electricity bill impacts of some state RPS policies. 48 This is tme of the 
Colorado (UCS) study, which estimates that average residential natural gas bill savings in 
Colorado will reach $1.25 per month by 2015, compared to an estimated increase in electricity 
bills of just $0.13 per month in that year. By contrast, the Rhode Island (Tellus) and Texas 
(UCS) studies project much smaller natural gas savings. Rhode Island (Tellus) estimates average 
residential nah1ral gas bill savings of $0.22 per month in 2020, compared to an expected increase 
in electricity bills of $2.64 per month in that year. Texas (UCS) estimates natural gas bill 
savings of $0.31 per month over the 2020-2025 timeframe, which is far smaller than the 
projected electricity bill savings of $4.26 per month over the same time period.49 The authors of 
one of the New York (ICF) sh1dies predict no change in natural gas prices despite a 4-5% 
reduction in New York's natural gas demand. 

These contrasting results arise in part from very different assumptions concerning the price 
elasticity ofnah1ral gas supply nationally, and the impact of regional transportation constraints. 
The model used in the New York (ICF) study assumes that natural gas supply is inelastic at the 
demand reduction level induced by the New York RPS, while the model used in the Colorado 
(UCS) study assumes that reductions in natural gas demand in Colorado will have a relatively 
sizable impact on regional gas prices. More generally, one would expect that at least two 
conditions would be necessary to achieve significant in-state nah1ral gas bill savings from a state 
RPS: (1) the state RPS would need to result in sizable reductions in natural gas demand, such 
that those reductions can influence national natural gas prices; and (2) the state would need to 
have significant aggregate natural gas demand, such that even modest price reductions could 
have significant overall bill impacts. Regional natural gas pipeline constraints may further 
increase projected regional savings in that reduced gas demand would alleviate both national 
supply and local transportation constraints. 
5.2.2 Hedging Energy Price Uncertainty 

Though natural gas and wholesale electricity prices are uncertain and prone to significant 
fluctuation, the price of renewable energy is largely fixed. In the broader literature, a variety of 

48 Because the data in Figure 16 are averaged over the "ramp-up" period of each state RPS, the data likely under
represent the long-run natural gas savings that would result from state RPS policies once they reach their ultimate 
renewable target level. We have presented average, rather than "initial peak year," savings because data from these 
studies occasionally show unpredictable effects in individual years where gas prices may fluctuate up or down from 
year to year without any discernible pattern. This is likely an artifact of the NEMS model, which these studies have 
used to quantify RPS impacts. 
49 We present average, rather than peak year, data for Texas because the natural gas savings data from the study 
exhibit substantial year-to-year variability as discussed generally in the previous footnote. 
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methods have been developed to try to quantify the benefit of the price certainty that renewable 
energy can provide (see, e.g., Bolinger et al. 2006; Awerbuch 1993, 2003). With few exceptions

0 
however, these methods have not been directly used in the state RPS cost studies in our sample.

5 

Despite this, the value of renewable energy as a hedge against price uncertainty is implicitly 
considered by those studies that model natural gas and wholesale electricity price scenarios that 
differ from the base-case price scenario. The results of these analyses demonstrate that the value 
of renewable energy is especially great under scenarios of unexpectedly high natural gas and 
wholesale electricity prices. 

Figure 17 illustrates the sensitivity of state RPS costs to expected natural gas prices, for those 
studies that analyze multiple natural gas price scenarios. 51 With few exceptions, the expected 
cost of state RPS policies appears to be moderately sensitive to changes in expected natural gas 
prices. A linear regression of this relationship has an R-squared value of0.68 and a slope of-
0.40. Taken at face value, this implies that a $1.00 per MMBtu increase in expected natural gas 
prices is projected to reduce the monthly incremental cost (or increase the monthly savings) of a 
typical state RPS policy for an average household by $0.40 (relative to the base-case RPS 

. ) 52 scenano. 

Figure 18 shows the sensitivity of state RPS costs to expectations of wholesale electric prices in 
the reference case. As with the natural gas results, changes in wholesale market prices have 
moderate effects on the expected bill impacts of state RPS policies. A linear regression of this 
relationship yields an R-squared of 0.95 (though this is inflated by the high incidence of 
symmetrical data points across they-axis) and a slope of -0.69. This suggests that a 1 ¢/kWh 
increase in (reference-case) expected wholesale electric prices will reduce the monthly 
incremental cost (or increase the monthly savings) of a typical state RPS policy for an average 
household by $0.69 (relative to the base-case RPS scenario). 

50 Based on the work conducted at Berkeley Lab (see Bolinger et al. 2006), the original Pennsylvania (B&V) study 
included a hedge adder of$0.50/MMBtu in its natural gas price forecast for one of its sensitivity scenarios; however, 
the updated version of the B&V analysis does not model this scenario. Virginia (CEC) uses a "mean-variance 
portfolio" analysis to highlight the risk reduction benefits of an RPS, but does not include hedge adders for fuel or 
wholesale electricity prices. The methodology of the Virginia study is described in greater detail in Section 6.1. 
51 In addition to those studies included in the figure, the Colorado (PPC) study estimates that residential customers 
would save $0.46 to $0.67 on their monthly electricity bills with a state RPS in place during the two years in which 
hypothetical natural gas price spikes (the magnitude of which are not fully disclosed) occur. 
52 In reality, the relationship between state RPS cost impacts and natural gas prices is probably not a linear one, due 
in part to fuel substitution effects, but we assume a linear trend for simplification. 
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Figure 17. Sensitivity of State RPS Bill Impacts to Alternative Natural Gas Price Scenarios 

rJ) 
o._ 
a:: 

Ui 
~6 ·- E 

$1.00 

$0.50 

c:;EA: 
~8 .s §. $0.00 

~~ 
2~ 
c 
Q) 

""0 

·m ($0.50) 
a:: 
. !: 
Q) 
0) 
c ro 
.c 
u 

($1.00) 

(1.5) 

• 
•• 

• • 
• • 

(1.0) (0.5) 0.5 1.0 1.5 

Change in Wholesale Electric Price in 1st Yr. of Peak RPS Target (2003 cents/kWh) 

Figure 18. Sensitivity of State RPS Bill Impacts to Alternative Wholesale Electric Price Scenarios 

Data from these sensitivity scenarios show that state RPS policies do offer some insurance in the 
event ofhigher-than-expected natural gas and wholesale electricity prices. The results suggest 
that a 20-25% change in wholesale electric price assumptions alters the expected cost of state 
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RPS policies by roughly 1% of overall retail rates, relative to the base-case scenario. This effect 
is roughly half as large in the case of natural gas prices: a 20-25% change in natural gas prices 
adds or subtracts roughly 0.5% of overall rates to the base-case state RPS rate impact. These 
effects are far from negligible. More than two-thirds of the state RPS cost studies report base
case retail cost increases of 1% or less, as reported earlier. Our findings show that increases in 
wholesale electric price expectations of 20-25%, or natural gas price expectations of 40-50%, 
could entirely offset a base-case state-RPS-induced rate impact of 1%.

5 

These results are especially notable in light of the relatively low natural gas price forecasts that 
were used by many of the studies in our sample. The average base-case delivered natural gas 
price forecast in the initial peak target year of each study (20 10 to 2023, depending on the study) 
shown in Figure 17 is just $4.52/MMBtu. This compares to 2010 NYMEX Henry Hub futures 
prices that in 2005-2006 have regularly exceeded $6.00/MMBtu when converted to delivered 
prices in 2003 dollars. 54 If one used today's expectations for future natural gas prices (whether 
EIA forecasts or extrapolated NYMEX forward curves), the projected cost of state RPS policies 
would be significantly below (or savings significant above) the base-case cost study projections 
summarized in this paper. 55 We devote further discussion to the importance of natural gas price 
assumptions in Section 8.3. 

5.3 Environmental Benefits 

Of the potential environmental benefits quantified in the cost studies, carbon dioxide emissions 
reductions are the most common, appearing in half of the reviewed studies. Less than a third of 
the studies quantify reductions in criteria pollutants such as nitrogen oxides, sulfur dioxide, and 
mercury, 56 and only two studies quantify reductions in water use resulting from less cooling 
water consumption at fossil fuel plants. 

53 Of course, these calculations assume that renewable energy offsets natural gas-fired electricity production. As gas 
prices have risen, the prospect for coal displacement has increased. In this instance, the "hedge" benefits of 
renewable energy- at least relative to natural gas prices -would be diminished. 
54 The EIA projects lower long-tenn delivered natural gas prices ranging from $4.97 to $5.27 /MMBtu from 2015 to 
2020 (EIA 2006a). Bolinger and Wiser (2005), however, observe that EIA natural gas price forecasts have been 
consistently below contemporaneous long-term forward prices in recent years, and argue that the cost of fixed-price 
renewable generation should be compared against long-term forward natural gas prices (that can be locked in with 
certainty) rather than uncertain EIA gas-price forecasts. 
55 Again, assuming that renewable energy continues to offset natural gas, rather than coal, generation. 
56 One reason that some studies may fail to estimate criteria air pollution reductions is that in many instances 
increased use of renewable energy will have little aggregate impact on those emissions. In particular, for pollutants 
covered by national or regional cap-and-trade programs, increased use of renewable energy may put downward 
pressure on the cost of compliance with the environmental regulations, but is unlikely to reduce aggregate emissions 
per se (except in the tmlikely event that emissions allowances are explicitly retired). It appears that Indiana (EEA), 
New York (ICF) and New York (CCAP) are the only studies in our review that explicitly model the impact of state 
RPS policies on emission allowance prices (the NEMS model, which is used by a number of additional studies to 
estimate RPS impacts, also typically addresses impacts on emission allowance prices, in which case CA/OR/W A 
(Tellus), Colorado (UCS), Rhode Island (Tellus), Texas (UCS) also incorporate these effects) .. Future state RPS 
cost studies may wish to evaluate these compliance cost effects, but without additional documentation and 
reasoning, should generally not claim RPS-induced emissions reductions from pollutants covered under cap-and
trade programs. 
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None of the studies directly quantifies the value of the health and economic impacts of 
reductions in air pollutant emissions and water use. Lack of agreement on a credible 
methodology for estimating these impacts, in dollar terms, makes quantification challenging. 
The New Jersey (Rutgers) study provides illustrative calculations of potential environmental and 
public health benefits using generic externality adders, but the calculations are not included in 
the study's cost results. A few other studies include qualitative discussions of these impacts. 

Focusing on those studies that evaluate possible carbon reductions, Figure 19 presents the C02 
reductions and implied C02 emissions rates of generation displaced by RPS resources in each 
study's peak RPS target year. 57 The magnitude of C02 emissions reductions, which is a function 
of the amount of incremental renewable generation and the emissions profile of displaced 
generation, varies tremendously across the studies, from a low of0.88 million metric tons 
(MMT) in Rhode Island (Tellus) to a high of26.0 MMT in California (Tellus). The displaced 
emissions rate also varies considerably, from a low of0.22 metric tons of C02 (MTC02) per 
MWh in the Washington (Tellus) study to a high of0.73 MTC02/MWh in the Colorado (UCS) 
analysis. The median displaced C02 emissions rate of0.46 MTC02/MWh is low compared to 
the national electricity-sector average emissions rate of 0.60 MTC02/MWh (EIA 2006b ), 
reflecting an expectation that RPS resources will largely displace generation from natural gas 
plants. The median displaced C02 emissions rate is 25% higher than the emissions rate of a new 
combined-cycle natural gas generator. 
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Figure 19. Projected C02 Emissions Displaced by State RPS Policies in Initial Peak Year of RPS 

The low displaced C02 emissions rates predicted by some studies appear puzzling at first. One 
study projects avoided C02 emissions rates that are lower than the emissions rate of a new 

57 Not all of the studies that quantify C02 reductions provide sufficient data to be included in the figure. Colorado 
(PPC) provides emissions reduction estimates for two scenarios: RPS generation displaces natural gas combined
cycle generation, and RPS generation displaces coal-fired generation. Since the study uses the estimated cost of a 
natural gas combined-cycle plant to calculate avoided costs, we use the C02 reductions from the former scenario. 
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combined-cycle natural gas plant. A few other studies seem to predict avoided C02 emissions 
rates that are roughly equal to or barely higher than that of a new combined-cycle natural gas 
plant, perhaps suggesting that RPS generation in these states will not displace any other 
conventional generators. This unexpected result can be partly explained by the fact that some 
studies predict that RPS generation will displace, to some degree, in-state hydropower 
generation. But the cost studies' treatment of renewable energy imports is perhaps the more 
significant factor. Specifically, a few of the studies with low rates of C02 displacement may not 
account for the C02 emissions of displaced fossil-fuel generation imports (focusing instead on 
just the displacement of in-state sources of C02). 

58 If the state RPS policy is expected to 
displace large amounts of imported fossil power, in-state C02 reductions can be significantly 
lower than the total reductions induced by the state RPS. As a result, in-state C02 reductions 
may not appear commensurate with the total amount of incremental renewable generation. 

Though reductions in carbon emissions is not the sole - or even primary -justification used to 
support many state RPS policies, Figure 20 shows the implied C02 abatement costs projected by 
those studies that estimate C02 reductions, focusing again on the peak RPS target year of each 
study. 59 C02 abatement costs vary widely, from a low of -$427/MTC02 in Texas (UCS) to a 
high of $181/MTC02 ton in New York (ICF), with a median value of $3/MTC02. The wide 
variation in C02 abatement costs is a reflection of the variation in retail rate impact projections 
among the sh1dies. Not surprisingly, the four studies with the highest per-ton abatement cost 
projections in Figure 20 represent four of the six studies in our review with the highest expected 
base-case retail rate impacts. Another factor may be the analytic assumptions used to draw 
system boundaries. In some studies, a significant amount of the conventional generation 
expected to be displaced is projected to come from out-of-state generators, and if the 
corresponding emissions reductions are not counted, the per-ton abatement costs will be unduly 
inflated. 

These implied C02 abatement costs can be benchmarked against the assumed C02 regulatory 
compliance costs that are incorporated in the long-term resource plans of electric utilities. 
According to Bolinger and Wiser (2005), for example, the recent resource plans of seven 
Western utilities assume C02 compliance costs (often as scenarios, not necessarily in the base
case analysis) ranging from $0-$64/MTC02 (levelized over each utility's planning horizon, in 
2003 dollars). As reported in the same paper, this range is not inconsistent with the expected 
compliance costs shown in the broader modeling literature under a range of carbon reduction 
scenarios, including those estimated by the EIA under various regulatory regimes. The spread of 
abatement costs in Figure 20 is obviously far broader, but 13 of the 16 state RPS cost studies 
included in the figure (if we count the California/Oregon/Washington Tellus study as three 
separate studies) project C02 reduction costs in the peak target year that fall within the 

58 In cases where a state RPS cost study reports C02 emissions reductions both in-state and regionally, we use 

regional data to present C02 reductions and to calculate C02 emissions displacement rates and implied abatement 
costs. 
59 These costs were calculated by dividing by the base-case direct state RPS electricity cost impacts (which do not 

include natural gas bill reductions) in the initial peak target year of each study by the corresponding C02 reductions 

in Figure 19. Since these are single-year costs, they do not represent the average costs of C02 abatement over the 
lifetime of each modeled RPS policy. Furthermore, these costs are consumer costs, which often include wealth 
transfers to generators and do not necessarily reflect the true social cost of each state RPS policy. 
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$64/MTC02 upper bound of the Western utility compliance cost assumptions. Seven of these 
studies project reductions in C02 emissions that come with net savings to electricity consumers. 
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Figure 20. Projected C02 Abatement Costs in Initial Peak Year of State RPS 

More generally, the laws and regulations governing the environmental impacts of electricity 
generators are likely to change over the lifetime of electricity supply investments, as will the cost 
of compliance with existing environmental regulations. These changes could impose substantial 
costs on electricity-sector shareholders and customers (Repetto and Henderson 2003). 
Traditional air pollutants (S02, NOx, mercury, fine particulates, etc.) may be regulated more 
tightly in the future. Perhaps more significantly, new state or federal carbon regulations are 
possible over the 1 0+ year time horizons of state RPS policies. Because renewable energy 
sources are unlikely to be affected by these future requirements, purchasing or owning renewable 
energy assets may reduce exposure to these environmental compliance risks. This potential 
financial value has only been specifically quantified by four of the reviewed studies: Indiana 
(EEA) applies a carbon tax of $19/MTC02 to fossil fuel-based generation in a scenario analysis; 
Iowa (WUC) considers a carbon credit value of $1-$46/MTC02 in various scenario analyses; 
Washington (UCS) assumes an emission allowance cost of $5/MTC02 in 2013, gradually 
increasing to $28/MTC02 by 2025; and Wisconsin (UCS) assumes an emission allowance cost 
that starts at $9/MTC02 and increases 5% per year thereafter. Given recent state activity on 
carbon emissions regulations, the carbon credit value of state RPS policies may be worth further 
exploration in future analyses. 
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6. Comparison of Study Methodologies and Assumptions 

Previous sections of this report have summarized some of the key findings of the state RPS cost 
studies. We now tum to a description of the general modeling approaches used by these studies, 
and then to the major assumptions and sources that have been employed. In this section, we 
describe the four basic modeling approaches used by the state RPS cost studies in our review and 
how assumptions about state RPS market structure can significantly affect cost results. The 
remainder of the report provides more detailed descriptions of the methodologies and 
assumptions used to estimate renewable (Section 7) and avoided generation costs (Section 8). 

6.1 General Modeling Approaches 

The studies use a range of different cost estimation methods that do not always lend themselves 
to clear categorization. For descriptive purposes, we identify four broad categories of state RPS 
cost estimation models, listed below in approximate order of increasing complexity (as we note 
later, more complexity does not necessarily equate with model superiority). 60 These approaches 
differ in the methods used to characterize the cost of renewable energy and the avoided cost of 
conventional fuels that are displaced by renewables deployment. Table 5 summarizes some the 
key aspects of the four modeling approaches described below, while Figure 21 identifies the 
studies that use each approach. 

• Category A: Spreadsheet model of renewable generation and avoided utility cost 

Under this approach, both renewable generation and avoided utility costs are estimated with a 
spreadsheet model; the projected cost impact of a state RPS is simply the difference in 
renewable generation and avoided utility costs. Sixteen of the 26 studies utilize cost 
estimation models that can be described by this broad category. The level of model 
complexity and sophistication varies widely - models range from simple estimates with few 
inputs to detailed supply curve models built from original research on the cost and 
availability of different generation options. The state-RPS-driven renewable resource mix 
can either be an input (in simpler approaches) or an output (in more detailed supply curve 
based approaches) of the model. 

The general advantage of a spreadsheet model comes in its transparency, simplicity, and 
relatively low cost. The input parameters in a spreadsheet model can typically be easily 
changed to accommodate scenario analysis and alternate assumptions. However, a 
spreadsheet model is typically unable to capture wholesale electricity and fossil fuel price 
feedbacks, and may not be well suited for modeling state RPS policies in situations where 
these effects are expected to be sizable. A spreadsheet model also does not provide the same 
level of detail about avoided costs as a generation dispatch model. The additional detail 
offered by dispatch models can enable more accurate comparisons of the wholesale energy 
and capacity value of renewable generation relative to the value of conventional generation. 

60 Some of these characterizations are based on previous work by Grace et al. (2003). 
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• Category B: Spreadsheet model of renewable generation and generation dispatch model 
of avoided utility cost using reference-case (non-RPS) resource mix 

This approach uses the same general method for estimating renewable generation cost as the 
approach described in Category A, but estimates avoided utility cost through the use of a 
generation dispatch model (e.g. GE MAPS, PROSYM). These models are complex software 
programs that simulate the interaction of supply and demand in an electric system and 
provide detailed wholesale electricity price projections as a model output. Four of the studies 
in our sample employ this approach. 

The advantage of using a dispatch simulation model for this purpose is that it yields a 
potentially more accurate forecast of avoided utility costs than would a spreadsheet-based 
approach, and is capable of capturing the time-varying price of wholesale electricity. The 
latter is useful in estimating the true wholesale market value of renewable generation sources 
whose output profiles are temporally dependent.61 Like Category A, however, this approach 
does not capture electricity and fossil fuel price feedbacks, because the dispatch model is 
only run based on the reference-case (pre-RPS) resource mix. This approach may also add 
additional costs because generation dispatch models often require specific training and can 
entail significant software or licensing costs. 

• Category C: Spreadsheet model of renewable generation and generation dispatch model 
of avoided utility cost using implied state RPS resource mix 

This approach again relies on a spreadsheet model to estimate the cost and availability of 
renewable generation. The dispatch model, however, is now run under two different resource 
supply scenarios: (1) the reference case, non-RPS resource mix (as in Category B); and (2) 
the implied state RPS resource mix. The implied state RPS resource mix is an output of the 
spreadsheet model, and the capacity of each renewable generator type is input into the 
generation dispatch model along with conventional generators. Though the renewable 
generators are included in the dispatch model run of the state RPS case, the cost of these 
generators is modeled separately in the spreadsheet model.62 The dispatch model thereby 
provides electricity production costs for the reference and state RPS scenarios, and the model 
of the implied state RPS resource mix will have a lower cost result because the renewable 
generators are modeled at zero-cost. The avoided cost of the state RPS policy is then 
calculated as the difference between the total costs of these two scenarios, and can then be 
compared to renewable generation costs (which are an output of the spreadsheet model) to 
determine overall projected cost impacts. The two studies in our sample that employ this 
approach both evaluate the New York RPS using GE-MAPS software. 

Unlike the approaches used by Category A and Category B models, this approach has the 
advantage of quantifying the effect of state-RPS-eligible generation on reducing wholesale 
electricity prices. It can also provide specific information about which conventional 

61 Though, as we note in Section 8.1, spreadsheet models can also approximate the time-varying value of renewable 
generation. 
62 In these dispatch models, renewable generators are often modeled as "must-run" resources and are not subject to 
least-cost dispatch. 
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generators are likely to be displaced by increasing levels of renewable generation, which may 
provide a more accurate forecast of avoided pollution emissions than would other techniques. 
This approach does not, however, model the natural gas demand and price reductions that 
might result from state RPS policies. Further, some generation dispatch models are not well 
suited to model renewable generation, and modeling the implied RPS resource mix within a 
dispatch model may require an immense number of input assumptions (e.g., location and 
temporal generation profile of each RPS resource). 

• Category D: Integrated energy model 

An integrated energy model is an energy-sector model that endogenously determines fuel 
prices, capacity expansion, and electricity prices. The two most commonly used integrated 
energy models used for state RPS cost studies thus gar are NEMS (National Energy 
Modeling System), developed by the U.S. Energy Information Administration (EIA), and 
IPM (Integrated Planning Model), developed by ICF Consulting. With this approach, the 
mix of state RPS resources and the production costs of those resources (as well as the cost of 
the resources that they offset) are estimated using the integrated energy model. Six of the 
studies in our sample employ this method. 

Perhaps the most advantageous feature of these models in the context of state RPS cost 
analysis (relative to Category C models) is their ability to capture fossil fuel price feedbacks. 
Integrated energy models are also capable of endogenously estimating renewable technology 
costs (based, of course, on model input assumptions), though, as we explain in Section 7.3.2, 
their methods of doing so are sometimes controversial. Because these models often come 
with built-in assumptions already in place, it may not be critical to conduct a bottoms-up 
analysis to develop refined assumptions. Unfortunately, these models tend to be less 
transparent than others, and without detailed knowledge of the model's functionality, it can 
be difficult to understand how input assumptions lead to model results, particularly when the 
model and its source code are proprietary. Furthermore, an integrated energy model such as 
NEMS is designed to analyze the national energy sector and may require substantial 
modification to obtain the specificity and detail that is necessary to accurately model state
level policies. 

Though we use these four categories to loosely summarize the modeling approaches employed 
by the state RPS cost studies in our sample, not every study in our review fits neatly into one of 
the four categories. One study in particular deserves mention for the uniqueness of its modeling 
approach. Virginia (CEC) uses "mean-variance portfolio analysis" to show the cost impacts of 
electricity generation profiles at varying levels of financial risk. 63 The study's model is an Excel 
workbook that finds the minimum-cost electricity portfolio at a given level of risk, subject to 
other constraints. The model's use of a risk constraint distinguishes it from other studies that use 
Category A modeling approaches. 

63 The model defines portfolio risk as a weighted average of the individual technology cost variances, adjusted for 
their co-variances. 
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Table 5. Summary of Basic Modeling Approaches 

Model type Category A CategoryB Category C CategoryD 

Description Spreadsheet Spreadsheet model of Spreadsheet model of Integrated energy 
model of renewable generation renewable generation model 
renewable and generation and generation dispatch 
generation and dispatch model of model of utility avoided 
avoided utility utility avoided cost cost using implied RPS 
cost using reference-case resource mix 

resource mix 

Model platform Spreadsheet Spreadsheet + dispatch Spreadsheet + dispatch Macro energy-sector 
model (e.g. PROSYM, model (e.g. PROSYM, model (e.g. NEMS, 
GE-MAPS) GE-MAPS) IPM) 

Ability to capture No No Yes Yes 
possible power 
market price 
suppression effect? 

Ability to directly No No No Yes 
capture possible 
natural gas price 
suppression effect? 

Ability to capture Limited Yes Yes Yes, but details 
time value of depend on model 
renewable energy 

General High Medium Medium Low 
transparency 

Number of required Few to many Few to many Typically many Typically many, but 
input assumptions may already be 

build into model 

Advantages Simplicity; May provide more In addition to benefits In addition to 
transparency; accurate forecast of of Category B, can benefits of Category 
flexibility; utility avoided cost capture market price B/C, can capture 
relatively low and more detailed suppression effect and effects on fossil fuel 
cost information about provides detail on prices; can provide 

time-value of individual generators regional-level 
renewable generation and avoided emissions impacts; comes with 

built-in assumptions 

Disadvantages Inability to Additional expense May require large Lack of model 
capture price and training required; number of input transparency; model 
feedbacks; inability to capture assumptions; dispatch may require 
avoided cost price feedbacks models may not be well modification for 
and renewable suited to modeling state-level analysis; 
cost estimates renewable generators; can be difficult and 
can be crude does not model costly to use 

reductions in fuel price 
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Figure 21. General Modeling Approaches Used for Estimating State RPS Costs 

Overall, this diversity of modeling approaches indicates that a standard template for state RPS 
cost estimation has yet to emerge. One might assume that accuracy increases with each 
modeling approach from Category A to Category D, as each successive model tends to provide 
more detail and captures more complexity. However, not enough is yet empirically known about 
the actual cost impacts of state RPS policies to validate the accuracy of one model over another. 
Energy markets are subject to significant uncertainty, and future renewable energy costs, while 
less volatile than conventional electricity prices, are also uncertain. As a result, the assumptions 
governing these costs may ultimately prove more important than the choice or complexity of the 
model itself In fact, as described above, each modeling approach possesses advantages and 
disadvantages, and no single approach is clearly superior to the rest. Instead, the choice of the 
modeling approach should be linked to the time and resources available to the study team, the 
goals of the study, the need for transparency and multi-stakeholder involvement, and the 
availability and quality of input data, among other factors 

6.2 State RPS Market Structure 

The presumed structure of the state RPS market in a given state or region is an important 
consideration for modeling the cost impacts of a state RPS policy. In the paragraphs that follow, 
we describe possible state RPS market structures and the modeling approaches that cost studies 
have used to represent these structures. 

Much as electricity suppliers can purchase power to meet their load through a variety of different 
contract types, suppliers in some markets may be able to meet their state RPS obligations 
through multiple contract and compliance strategies. Renewable energy certificates, or RECs, 
are used in many RPS markets to demonstrate compliance with renewable mandates. RECs can 
often be sold or traded separately from the electricity commodity itself, and thereby create a 
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supplemental revenue stream for renewable generators. RECs can be bought under long-term 
contract, or in short-term markets. The use of short-term REC transactions is most common in 
restructured electricity markets, where retail suppliers are less likely to pursue long-term 
contracts with renewable generators. Brokered REC markets have also emerged in these regions. 

In situations where RECs are primarily obtained in spot or short-term forward markets rather 
than under long-term contracts, there is little incentive for renewable generators to sell below the 
current spot price ofRECs. In this market-clearing model, the incremental cost of the highest
cost marginal renewable generator at any given time effectively determines the REC price, which 
is then paid to all renewable generators regardless of their actual costs (see Figure 22). This 
allows lower-cost generators to earn revenues that exceed their costs -not unlike any other 
commodity market- and can lead to higher state RPS compliance costs for ratepayers. 

64 
At a 

minimum, this market -clearing model is appropriate for estimating the retail rate impacts of state 
RPS policies in competitive electricity markets that are expected to primarily feature short-term 
REC contracts. The market-clearing model is exemplified by the state RPS policies in much of 
the Northeastern U.S., where retail electricity suppliers commonly purchase RECs in short-term 
markets to meet their RPS obligations. 65 However, medium- and long-term contracts for RECs 
have been executed in all of these markets, though in many cases annual or spot purchases for 
RECs are still the most common form of RPS compliance . 
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Figure 22. Graphical Representation of Market-Clearing State RPS Compliance Model 

64 Note that the social cost of the policy still represents the area under the stair-stepped renewables supply curve. 
The area below the dashed horizontal line and above the step function represents producer surplus: profit received 
by generators that comes at the expense of consumers, and that is properly considered a wealth transfer, not a true 
social cost. 
65 A shortage of qualifying renewable supply in the early years of the Massachusetts RPS has driven REC prices to 
roughly $50/MWh. RPS officials in New England and elsewhere are understandably interested in avoiding future 
REC supply shortages that lead to such high costs, and some states now provide technical and financial support to 
facilitate long-term renewables contracts. 
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Even in markets dominated by longer-term contracts (with or without RECs), the pricing of those 
contracts may tend to rise to the cost of the marginal renewable generator, and may therefore 
approximate a market-clearing model. Because prices are fixed at contract signature, however, 
the market-clearing contract price in this case would effectively be set by each solicitation and 
would then be fixed for generators selected under that solicitation for the duration of their 
contracts. Each solicitation or time period thereby would yield a new market-clearing-based 
1 

. 66 
ong-term contract pnce. 

An alternative approach altogether is to assume an average-cost pricing model, which is likely 
to be most appropriate where longer-term (RECs, or RECs plus electricity) contracts are the 
predominant form of compliance (especially in still-regulated markets). Under this model, it is 
assumed that these long-term contracts are priced based on the actual cost of each renewable 
energy project (which will differ by technology), and are not influenced by the bid prices of 
other developers (see Figure 23). The total cost ofRPS compliance is determined by the 
weighted average cost of all RPS resources, rather than by the marginal cost resource, leading to 
lower compliance and ratepayer costs. 

Figure 23. Graphical Representation of Average-Cost State RPS Compliance Model 

Figure 24 presents the number of studies that utilize the different approaches to characterizing 
the state RPS market structure. Ten of the studies we reviewed adopt an average-cost approach 
for estimating state RPS cost impacts. Another 14 studies adopt the market-clearing approach 
(including two studies that also use an average-cost approach in a different scenario). Those 
studies that take the market-clearing approach are typically those that analyze RPS policies in 
states with competitive electricity markets (e.g., Massachusetts, New York, and New Jersey). Of 

66 With this method, the contract price received by an RPS generator is not affected by the marginal unit price in 
subsequent years. 
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these studies, seven assume that the prices received by all renewable generators in any given year 
are determined by the price of the marginal renewable energy unit in that year, while the other 
seven use the longer-term contract-based market-clearing approach described earlier. A final six 
studies do not clearly take either the average-cost or the market-clearing approach. This is 
because in these cases a supply-curve method for characterizing renewable costs is not used, and 
these studies instead simply assume that all RPS-eligible resources are of the same cost in a 
giVen year. 

Average
Cost 
(9) 

Figure 24. Approaches for Characterizing State RPS Market Structure 

Two studies, New York (DPS) and Vermont (Synapse), model state RPS costs using both the 
market-clearing and average-cost methods.67 These studies find that the two approaches can 
yield substantially different results: a retail cost increase of 0.39% (market clearing) vs. 0.13% 
(average cost) in the case of New York (DPS), and an increase of 0.84% (market clearing) vs. 
0.33% (average cost) in Vermont (Synapse). The difference between market-clearing and 
average-cost results should be most pronounced when the renewable energy supply curve is 
sharply upward sloping. 

Given the limited early experience with state RPS markets, it is perhaps premature to judge the 
relative accuracy of these different cost-estimation assumptions. Considering the significant 
structural and regulatory variations among RPS compliance markets, it is also reasonable to 
expect that the average-cost approach will be more accurate in some states (especially still
regulated states where long-term contracting is prevalent), while the market-clearing approach 
will be better suited for others (competitive markets where short-term trade in RECs is common). 
In many instances, actual RPS contracting may resemble elements of each approach. 

67 New York DPS adopts the long-term contract approach to model the market-clearing scenario. The Vermont 
study adopts the spot market approach. 
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7. Modeling Renewable Technologies, Resources, and Costs 

The renewable technology costs of a state RPS policy are a function of the resource eligibility 
requirements of the policy, the presumed resource availability within the state or region (if out
of-state imports are allowed), the present and projected costs of the technologies, and the 
expected demand for renewable generation (which may include non-RPS-driven demand and/or 
out-of-state demand). In this section, we examine how the state RPS cost studies in our sample 
have accounted for each of these factors. Section 7.1 identifies the technologies that are modeled 
by the studies, and whether renewable technology deployment is treated as an input or output of 
the studies. Section 7.2 and 7.3 describe the studies' methods for estimating resource availability 
and production cost, respectively. Section 7.3 also presents a few of the key renewable cost 
assumptions that are used by the studies. 

7.1 Technologies Modeled 

The number and type of renewable technologies considered in each state RPS cost study is 
dependent on the resource eligibility provisions of the proposed RPS, the predicted degree of 
competition among different renewable resource options, the availability of existing resource 
assessment data, and the time and funding available to model different technologies. Table 6 
shows the technologies that are modeled by each state RPS cost study in our sample.68 

Even if a technology is analyzed by a state RPS cost study, it may not be expected to contribute 
to RPS requirements if its cost is expected to be too high or its resource potential is deemed too 
low. This is often the case with solar technology, which, despite being included in the 
technology assessments of many cost studies, is predicted by some of these studies to be non
economic compared to other technologies, and is thus assumed to contribute negligible 
generation towards meeting state RPS targets.69 

The simplest approach to estimating renewable resource availability is to assume the existence of 
sufficient resource potential of a single type of renewable technology to fully meet the state RPS 
requirements with that single technology type. This is most commonly done for wind power, 
due to its abundant resource potential in many parts of the country as well as an expectation that 
it will be a least-cost renewable resource. Studies that rely on more detailed resource 
assessments are likely to model wind resources with much greater specificity, and may model 
both offshore and onshore sites of different sizes, each with varying cost and performance 
characteristics. As shown in Table 6, three of the studies in our sample only consider wind 
power. The majority of the studies, however, consider a wider variety of resource types. In 
addition to wind, studies regularly include landfill gas, photovoltaic and/or central station solar, 
and one or more biomass technologies. A smaller number of studies include geothermal, hydro 
fuel cells, anaerobic digestion, and MSW incineration. 70 

68 Some studies model more detailed categories of renewable teclmologies than those shown in Table 6. For 
instance, NY (DPS) models hydro upgrades at existing facilities as well as new hydro facilities. 
69 Of course, studies that analyze state RPS policies with solar set-asides, such as New Jersey (Rutgers) will predict 
a non-trivial amount of solar energy production, even if solar is not cost-competitive with other renewable 
teclmologies. 
70 A few studies also consider less commercial teclmologies, such as tidal or wave power. These teclmologies are 
not individually identified in Table 6, but they are included in the "Other" column. 
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Table 6. Technologies Modeled by Each State RPS Cost Study 
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AZ (PIRG) ../ ../ ../ ../ ../ ../ ../ a,b 

AZ (PEG) ../ 

CA(CRS) ../ ../ ../ ../ ../ ../ ../ ../ 

CA (Tellus) ../ ../ ../ ../ ../ c,g 

CA(UCS) ../ ../ ../ ../ ../ ../ ../ d,e 

CA LADWP (EC) ../ ../ ../ 

CO (PPC) ../ ../ ../ 

CO(UCS) ../ ../ ../ ../ ../ c 

HI (GDS) ../ ../ ../ ../ 

IA(WUC) ../ 

IN (EEA) ../ 

MA (SEA) ../ ../ ../ ../ ../ ../ ../ f 

MD (Synapse) ../ ../ ../ ../ 

MN(WUC) ../ 

NE(UCS) ../ 

NJ (Rutgers) ../ ../ 

NY(CCAP) ../ ../ ../ ../ g 

NY(DPS) ../ ../ ../ ../ ../ ../ ../ ../ ../ ../ f 

NY (ICF) ../ ../ ../ ../ ../ ../ f 

NY (Potomac) ../ ../ ../ ../ ../ ../ ../ ../ 

OR (Tellus) ../ ../ ../ ../ ../ c,g 

PA (B&V) ../ ../ ../ ../ ../ ../ ../ ../ ../ ../ e,h 

RI (Tellus) ../ ../ ../ ../ c 

TX (UCS) ../ ../ ../ ../ c 

VT (Synapse) ../ ../ ../ ../ ../ ../ ../ 

VA(CEC) ../ ../ ../ ../ ../ ../ ../ a 

W A (Lazarus) ../ ../ ../ ../ 

WA (Tellus) ../ ../ ../ ../ ../ c,g 

WA(UCS) ../ ../ ../ ../ ../ 

WI (UCS) ../ ../ ../ ../ ../ ../ 

Notes: 
a -Study does not dis aggregate biomass resource into different technologies, and may model other technologies in 
addition to direct biomass. 
b -Based on text of report, we assume that the biomass technologies modeled in the study are biomass direct, 
landfill gas, and anaerobic digestion. 
c -Study uses NEMS. The technologies listed here are only those specifically identified in the study, and do not 
represent all technologies implicitly considered within NEMS, which contains resource potential and cost 
assumptions for most of the technologies in the table above. 
d- Based on text of report, we assume that the biomass technology modeled in the study is biomass co-firing. 
e -Study models fuel cells running on renewable fuels. 
f- Study models fuel cells running on non-renewable fuels (i.e. natural gas). 
g- Study does not specifY which technologies are included in "Other." 
h- "Other" technologies considered are ocean energy (i.e. ocean thermal, wave, and tidal). 
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It is important to note that renewable technology deployment is an input assumption to some 
studies and a model output of others. The former approach is used by studies that assume that 
the entirety of the RPS generation requirement is met with a single type of technology: Arizona 
(PEG), Indiana (EEA), Iowa (WUC), Minnesota (WUC), Nebraska (UCS). In addition, a few 
other studies- Arizona (PIRG), Colorado (PPC), Maryland (Synapse), New Jersey (Rutgers), 
and Washington (Lazarus) - assume a specified RPS generation mix from the onset that consists 
of more than one technology type.71 This approach lacks the analytical rigor of more 
sophisticated modeling approaches, but may be sufficient for a study whose primary focus is 
providing cost estimates, especially if only one or two technologies are expected to effectively 
determine the cost impacts of the state RPS. 

The other 17 studies in our review treat renewable technology deployment as a model output, 
i.e., the model "selects" renewable technologies in order of ascending cost until sufficient 
resources are developed to meet the state RPS target. In addition to providing more credible 
estimates of the contribution of each renewable technology to meeting state RPS goals, this 
approach also provides more precise (though not necessarily more accurate) estimates of the 
aggregate renewable production cost of the RPS policy. Such precision may be desirable when 
modeling a state RPS policy whose cost impacts likely depend on the cost and availability of a 
number of different technologies. 

7.2 Renewable Resource Characterization 

State RPS cost impacts are, to some degree, a function of the available renewable resource 
potential within a state or region. Though most of the state RPS cost studies in our sample 
assume that only the most cost-effective renewable technologies will be built, there are limits to 
the resources that can be developed within a specific geographic area and time frame. 
Estimating the available renewable resource supply is thus an important component of most state 
RPS cost studies. 

The availability of a particular renewable technology is highly dependent on the geographic 
limits within which the resource potential for that technology is analyzed. These limits, which 
are prescribed by the state RPS policy that is modeled, may be as small as a single state or as 
large as multiple NERC regions spanning several states and Canadian provinces.72 

The methods and sources that the studies use to characterize renewable resource supply are as 
varied in complexity and detail as the general modeling approaches described in Section 6. As 
mentioned previously, some studies do not estimate renewable resource availability, and instead 
simply assume the existence of adequate supply to meet state RPS targets at a given price 
point. 73 Occupying the opposite end of the spectrum are studies that perform original detailed 

71 In addition, one study -California LADWP (EC)- assumes a non-specified RPS generation mix of multiple 
technologies. 
72 Since non-hydro renewable power transactions have not regularly crossed international borders in North America, 
it is not clear whether such transactions, even if allowed, will actually result from RPS policies. A few cost studies 
predict that such imports will be used to meet state RPS requirements (either in the base case or in a scenario 
analysis), but the likelihood of these transactions remains a source of uncertainty. 
73 This may be a defensible approach if the required amount of renewable generation is relatively low and the 
resource supply is known to be more than sufficient. 
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resource assessments, sometimes analyzing wind speed data or quantifying the potential 
renewable capacity at specific individual sites. The substantial regulatory, technical, and 
economic uncertainties affecting renewable resource availability and cost are such that 
renewable resource characterization is, by nature, a somewhat speculative exercise. Due to the 
considerable degree of guesswork involved and the potential for diminishing returns (in terms of 
predictive accuracy) from increasing specificity, it is unclear whether highly detailed resource 
assessments necessarily lead to significantly improved state RPS cost estimates. 

For the purpose of a state RPS cost study, renewable resource assessments typically begin with a 
survey of existing estimates of resource potential in the state or region of interest. These 
estimates may come from government sources, such as the EIA, the National Renewable Energy 
Laboratory, or state energy agencies. Estimates are also sometimes done by consultants with 
expertise in analyzing resource potential, typically funded by public agencies. 

Figure 25 identifies the principal sources of renewable resource availability data among the 
studies in our sample. Though many of the reviewed studies use data from existing resource 
estimates (some may also make adjustments to these estimates based on knowledge of the 
renewable energy market), some rely on primary research to develop original resource 
assessments. This research generally entails collecting market intelligence through interviewing 
renewable energy project developers, energy analysts, and other industry experts. At a more 
technical level, it may also include deriving resource potential estimates from existing data that 
is in another form; for instance, calculating potential wind capacity and capacity factors from 
wind speed data. Detailed original resource assessments can be costly, and the relatively small 
number of studies that perform such assessments is more likely due to the limited financial 
resources available for these studies than to an abundance of existing reliable data on renewable 
resource availability. 

Figure 25. Principal Sources of Renewable Resource Data 
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7.3 Renewable Energy Cost Characterization 

Renewable generation costs can be loosely divided into two categories: busbar and secondary. 
Busbar costs are the direct costs of a generation facility at the individual plant level, without 
accounting for any secondary effects that the plant may have on utility operations or transmission 
expansiOn. We start our discussion below on busbar costs, and cover secondary costs later in this 
section. 

7.3.1 Sources and Methods for Estimating Busbar Costs 

Figure 26 identifies the principal sources for busbar cost data among the studies in our sample. 
The most common are government estimates, such as from the EIA's Annual Energy Outlook or 
the EPRI/DOE Renewable Technology Characterization. As with resource potential, however, 
the studies employ a wide range of methods to estimate bus bar costs, from simple top-down 
estimates derived from a single data source, to original bottom-up estimates requiring several 
input assumptions from multiple data sources. 

As mentioned previously, many of the studies develop a renewable resource supply curve to 
estimate state RPS cost impacts. These supply curves identify the quantity (either aggregate or 
incremental to the previous year) ofRPS-eligible resources that are available at a given levelized 
cost in a given year. To avoid the potentially cumbersome task of creating supply curves for 
each year of the study timeframe, some studies construct supply curves for a few "snapshot" 
years, typically spaced at three- to five-year intervals.74 The point at which the supply curve 
intersects RPS demand level in a given year determines the marginal cost resource. Depending 
on the assumed structure of the RPS, this marginal cost resource may in effect set the levelized 
price that all renewable resources are assumed to receive (a further discussion of this issue is 
provided in Section 6.2). When multiple resource tiers are included in a state RPS proposal, a 
separate supply curve for each resource tier is required. 

Figure 26. Principal Sources of Renewable Energy Busbar Cost Data 

74 Costs in interim years are then interpolated, or simply not estimated. 
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The majority (93%) of the studies we reviewed account for technology learning in some form 
(i.e., expected future reductions in renewable cost due to technological improvements). In some 
studies, however, these cost reductions are counterbalanced by expected cost increases as the 
best renewable resource sites are developed. 

The bus bar cost of renewable energy is a function of multiple input assumptions, including: 

• capital cost 
• operating and maintenance (O&M) cost 
• fuel cost (if applicable) 
• capacity factor 
• finance terms and rates 
• financial incentives 

These assumptions can vary not only with time and region but also within a technology type. 
Not surprisingly, the assumptions differ considerably across the state RPS cost studies we 
reviewed. Often, these variations can be explained by regional factors (e.g., higher wind 
capacity factors in windier states), by differences in financing structures (e.g., municipally 
owned vs. privately developed resources), or by expectations of technology cost and/or incentive 
availability that may vary according to when the study was completed. 

The lack of agreement in renewable generation cost estimates points to a larger problem 
involving renewable resource data. As the renewable energy market continues to rapidly expand 
and evolve, the need for accurate, rigorous, and up-to-date estimates of renewable resource cost, 
performance, and potential is as important as ever. Unfortunately, the most commonly used data 
sources for these variables sometimes do not reflect the most recent knowledge about renewable 
technology performance and cost. As a result, the assumptions underpinning renewable cost and 
performance estimates in some studies may be dated, inaccurate, or inconsistent with current 
market conditions. State RPS cost studies are not necessarily culpable for this, since developing 
better estimates of renewable cost and performance would require time and resources that are 
beyond the scope of many state RPS cost studies. Such an ambitious undertaking would 
probably be best managed by a government research agency. The availability ofbetter estimates 
of renewable cost and performance would improve the credibility of state RPS cost analysis and 
lend more weight to economic analysis of renewable technologies in general. 

Even if more accurate data sources were available, however, substantial uncertainties would still 
exist. Below, we provide a comparison of the assumptions for two key state RPS cost drivers 
that underscores both the need for more current data and the uncertainties surrounding future 
renewable generation costs. These two key assumptions -wind capital cost and the duration of 
PTC availability- are specified in many of the state RPS cost studies and, as evidenced in Figure 
11 and Figure 12, both are potentially significant cost drivers. Though these two factors are 
among the most important determinants of RPS cost impacts, a more thorough review of the cost 
studies would need to evaluate other factors as well. However, because the many assumptions 
affecting renewable energy costs are often not explicitly provided in the cost studies, it can be 
difficult to unpack individual cost drivers. 
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7.3.2 Wind Capital Cost Assumptions 

The assumed cost of constructing wind projects varies considerably among the reviewed studies 
(Figure 27).75 Among the 17 studies that present these data, the highest capital cost estimate in 
the 2010-2015 timeframe (from Scenario 1 of the New York ICF study) is four times higher than 
the lowest estimate (from the Vermont study).76 A majority of the studies use wind capital cost 
assumptions that are lower than EIA estimates from the 2006 Annual Energy Outlook; the 
median capital cost among the studies is $41/kW lower than the EIA estimate in 2010 and 
$71/kW lower in 2020. 

Many of the studies assume that capital costs will gradually decline over time.77 On the other 
hand, wind costs are endogenously modeled and actually increase over time in at least six of the 
reviewed studies: CA/OR/WA (Tellus), Colorado (UCS), New York (ICF), New York (CCAP), 
Rhode Island (Tellus), and Texas (UCS).78 This is consistent with the idea that capital costs will 
increase in a given region after the best sites are developed, and therefore that capital costs are a 
function of installed capacity as well as time. 79 In some studies, the increase in capital cost with 
increased wind development significantly outweighs any learning effects that would otherwise 
reduce costs over time. 

The assumed capital cost of wind projects can significantly affect the predicted cost of state RPS 
policies. For example, a change in capital costs of$100/kW roughly corresponds to a $5/MWh 
change in levelized generation costs.80 Of the studies reviewed here, most predict wind capital 
costs of under $1200/kW, and some predict long-term costs well below this figure. Notable is 
that current wind costs are reportedly in the $1400-2000/kW range, driven higher in recent 
months by adverse exchange rate movements, rising energy and steel prices, tight wind turbine 
manufacturing capacity, and a general rush to install wind projects while the PTC remains in 
place. As a result, the wind cost assumptions employed in most of the state RPS analyses 
presented here do not accurately reflect the current cost to build a wind project. This disparity 

75 Most of the capital costs shown here are "overnight" capital costs, which refer to the total construction cost if the 
wind farm could be built instantaneously, i.e., without including interest on the construction funds. In some cases, 
however, the capital costs presented may represent rolled-in capital cost, which include construction financing costs. 
None of these capital costs include transmission costs. Where studies provide estimates for capital costs for wind 
projects in different regions, we show cost estimates for projects within the region of the modeled RPS policy. 
76 The high capital cost assumption from Scenario 1 of the New York (ICF) study results from that study's reliance 
on EIA "cost adjustment steps," which multiply initial capital cost estimates by up to a factor of three to reflect 
expected resource degradation. We include the capital cost assumptions of both Scenario 1 and Scenario 2 of the 
study in Figure 27 because they are substantially different, and neither scenario is clearly identified as the base case. 
77 Several studies use current and projected wind capital cost estimates from EPRI/DOE Renewable Energy 
Characterization publications or from estimates published by the Government Perfonnance Review Act (GPRA). 
Both of these sources project more aggressive cost reductions than those estimated by EIA. 
78 However, Colorado (UCS), New York (CCAP), and Texas (UCS) do not provide enough data to be included in 
the chart. Though Pennsylvania (B&V) does not endogenously model wind costs, the study applies a capital cost 
adder of$500/kW to 50% of the available wind resource (this cost adder is not reflected in Figure 27). It is unclear 
how much this more expensive wind resource is assumed to contribute to RPS requirements. 
79 These cost increases may also be reflected in some studies that do not endogenously model wind costs. These 
studies may assume that a certain fraction of wind resources are of higher cost than others. As the lower cost wind 
resources are used up, the higher cost resources are then developed, which may increase average wind costs over 
time. 
80 Assuming a simple capital recovery factor of 15% and a capacity factor of34%. 
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between study expectations and current market reality suggests that (all else being equal) the 
actual cost impacts of state RPS policies may exceed those estimated in our sample of studies, 
especially if higher wind costs persist. 
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Figure 27. Wind Power Capital Cost Assumptions (Base-Case Analysis) 

7.3.3 Federal Production Tax Credit Availability 

The federal PTC can "buy-down" the cost of renewable energy by roughly $20/MWh on a long
term, levelized cost basis. As such, assumptions about the availability and level of the PTC can 
greatly impact the predicted cost of state RPS policies. 

Figure 28 illustrates the duration ofPTC availability assumed by the studies in our sample.82 

The lack of consistency in these assumptions reflects the political uncertainty surrounding PTC 
extension. Given the changes in the status of the PTC over time, it is not surprising that a state 
RPS cost study from 2002 (when existing legislation did not provide for PTC extension beyond 
2003) might assume that the PTC would extend to a different year than an RPS cost study 
conducted in 2005 (when Congress extended the PTC through 2007). 

81 It is somewhat unclear whether this substantial increase in cost is a short-term phenomenon or if it marks a more 
permanent shift in the wind energy market. Some experts believe that a supply imbalance caused by the boom in 
turbine demand following the recent extension of the PTC is largely responsible for the recent cost run-up, but other 
factors (e.g., high steel prices, a weak U.S. dollar, or a move by manufacturers to increase profits to sustainable 
levels) may also be significant. 
82 In 2006, the inflation-adjusted PTC was worth 1.9 cents per kWh. The credit is available for the first 10 years of a 
plant's lifetime. 
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The final year ofPTC availability is most commonly assumed to be 2006. The last six studies 
shown in the figure assume PTC availability throughout the entire timeframe of their analysis, 
while seven studies do not appear to include the PTC in their analysis at all. 
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Figure 28. Duration of PTC Availability Assumed by State RPS Cost Studies (Base-Case Analysis) 

The studies are also not consistent in their assumptions of which specific technologies will 
qualify for the PTC. In addition to wind, some studies assume that the PTC is available for some 
or all types of biomass, including landfill gas. Though the PTC was recently extended through 
the end of2008 and expanded to include geothermal, open-loop biomass, and other previously 
excluded resources, its long-term fate remains highly uncertain. Several studies have reflected 
this uncertainty in their analysis by modeling various PTC availability scenarios. 

7.3.4 Treatment of Secondary Costs 

To accurately reflect the true cost of renewable energy, it is not sufficient to only estimate busbar 
economics. Instead, a variety of secondary costs must also be considered: transmission costs, 
integration costs, resource adequacy or capacity costs (or capacity value), and administration and 
transaction costs. Table 7 identifies the studies that incorporate these costs into their calculation 
of overall cost impacts. 

83 Some of these studies do not consider the PTC because they exclusively model other renewable technologies (i.e., 
Arizona PEG solely considers solar technologies) or they assume that all wind energy is obtained through public 
power ownership (i.e., CA LADWP EC). 

51 

ED_00011 O_LN_Set200001304-00067 



FOIA 2014-009508 Interim 5 

Table 7. Secondary Costs of Renewable Generation Considered by State RPS Cost Studies 

Cost Variable Number of Studies 
Studies 

AZ (PEG), CA (CRS), CA/OR/W A (Tellus), CO (PPC), CO (UCS), lA 

Capacity value 20 
(WUC), IN (EEA), MD (Synapse), MA (SEA), MN (WUC), NE (UCS), 
NY (CCAP), NY (DPS), NY (ICF), NY (Potomac), PA (B&V), RI 
(Tellus), TX (UCS), WA (UCS), WI (UCS) 

CA (CRS), CA (UCS), CA/OR/W A (Tellus), CA LADWP (EC), CO 
Transmission costs 15 (PPC), CO (UCS), lA (WUC), MA (SEA), MN (WUC), NE (UCS), P A 

(B&V), TX (UCS), VT (Synapse), WA (UCS), WI (UCS) 

CA (CRS), CA/OR/W A (Tellus), CO (PPC), CO (UCS), lA (WUC), IN 
Integration costs 12 (EEA), MN (WUC), NJ (Rutgers), TX (UCS), WA (Lazarus), WA (UCS), 

WI (UCS) 

Administration & 
5 CA (UCS), MA (SEA), WA (Lazarus), WA (UCS), WI (UCS) 

transaction costs 

These costs can be significant, especially in regions with transmission constraints and aggressive 
state RPS targets. They are especially relevant for wind power, which offers a variable 
production pattern from projects often located at some distance from load. The fact that many of 
the studies in our sample ignore many of these costs suggests that state RPS cost-impacts may be 
underestimated by these studies, all else being equal. 

Perhaps the most significant secondary cost, especially for wind power, is transmission. 
Transmission costs have become a significant constraint for many wind power project developers 
(see, for instance, CDEAC 2006). These transmission costs are extremely site-specific, however, 
and do not lend themselves to the simplifying assumptions that are often made to model other 
parameters. It is also not always clear what specific costs should be allocated to the cost of the 
state RPS, especially in the event that transmission expansion would have been necessary to 
meet the needs of growing loads and conventional generators. 84 Roughly half of the cost studies 
in our sample include transmission in their analysis, but few if any of the studies analyze these 
costs in a detailed fashion. 

As wind power penetration has increased, the question of how much dependable capacity wind 
power can provide to a system has taken on increased relevance. Wind projects do not offer the 
same value to an electricity system as a base-load coal plant or a dispatchable gas plant, but still 
provide some contribution to resource adequacy and therefore have some capacity value. Of the 
20 studies that specifically analyze the capacity value of renewable energy, most assume that the 
capacity value of wind generation is likely to be commensurate with the expected capacity factor 
of these plants. Absent more detailed study, this approximation may not be a bad one, at least at 
relatively low levels of wind penetration (Giebel2005). 

Wind integration costs represent the combined impact of incorporating variable or "as-available" 
wind power into the grid. The science of understanding and quantifying the integration impacts 
and costs of wind power has solidified over the last several years, with most studies concluding 

84 See CDEAC (2006) for a detailed discussion of transmission cost allocation and recovery issues for wind 
generators. 
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that these costs represent only a small fraction of overall renewable production costs, typically 
under 0.5 ¢/kWh at levels of wind penetration as high as 10-20% (Bolinger and Wiser 2005; 
EWEA 2005; Smith et al. 2004). Only 12 of the studies in our sample include these potential 
costs in their analysis of state RPS impacts. 

Finally, a few of the state RPS cost studies include administration and transaction costs that 
accomgany state RPS implementation, typically finding that these costs are expected to be 
small. 

7.4 Renewable Demand Characterization 

Cost studies that use a supply curve to represent renewable resource costs and availability must 
also develop a renewable demand curve to estimate state RPS rate impacts. The most basic 
version of such a curve would simply assume that all demand for renewable resources is driven 
by the RPS in question; in this case, yearly renewable energy demand is simply calculated by 
multiplying the state RPS target percentage by the expected retail electric load of the year of 
interest. 

This simplified approach, however, may well be inaccurate. In reality, multiple sources of 
demand for RPS-eligible renewable energy may exist. These sources include competing RPS 
policies from neighboring states, government agency green power commitments, and customer
driven green power programs. Of these demand drivers, existing or future RPS policies from 
neighboring states are likely to be the most significant in many regions. In a small Northeastern 
state such as Rhode Island or Vermont, this external RPS demand may dwarf the demand from 
the state's own policy. Especially in these regions, it is essential to develop estimates of regional 
renewable energy supply and demand, a task that can be greatly complicated by differences in 
the types of technologies that are considered eligible by each competing state RPS policy. 

Ignoring these other demands could yield a sizable underestimate of state RPS costs if the 
renewable energy supply curve is sharply upward sloping. Seven of the cost studies we reviewed 
account for competing renewable energy demands from existing state RPS (or other renewable 
incentive) policies in nearby states, while four consider customer-driven green power demand. 86 

None of the studies considers the potential incremental demand that could come if other states in 
the region were to adopt state RPS policies in the future. 

85 For example, California (UCS) expects these costs to vary from roughly 0.01% to 0.03% of total retail costs 
through the course of the study. 
86 One of these studies, New York (Potomac), implicitly accounts for out-of-state RPS and green power demand by 
using the renewable generation cost estimate developed in New York (DPS) (The latter study accounts for both 
demand sources). 
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8. Modeling A voided Cost 

The difference between renewable energy costs (busbar and secondary) and the cost of 
conventional power that would otherwise be used to meet load (avoided costs) determines the 
projected rate impacts of state RPS policies. Depending on the approach, these avoided costs 
may be either an input or an output. If an input, then avoided costs are static, and are assumed to 
not be affected by increased renewables generation. In other words, wholesale market prices are 
the same in both the reference-case and state RPS scenario. When avoided costs are a model 
output, on the other hand, incremental renewable generation may cause the wholesale market 
price to differ in the RPS scenario relative to the reference-case scenario. 

Here we discuss three important elements of avoided cost calculations: (1) the general 
methodology that is used to estimate these costs, (2) temporal and geographic variations in 
avoided costs, and (3) the natural gas price forecast that is used. 

8.1 General Methodologies 

The most common method for estimating avoided costs is to use a conventional fossil-fuel plant 
proxy (Figure 29). The fuel type of this plant has typically been natural gas (7 of 13 studies), but 
some studies have estimated the cost using a mix of coal, gas, and other conventional generators 
( 6 of 13 studies). 87 Estimating the levelized cost of the proxy plant typically requires input 
assumptions on capital and O&M costs, fuel prices, and financing terms. In most studies, the 
levelized cost of the proxy plant is assumed to set the long-term marginal wholesale price, which 
is then used as the long-run avoided cost forecast. In the short run, the avoided cost forecast is 
sometimes approximated using utility filings or forward market prices. 88 The fossil-fuel plant 
proxy approach is relatively simple and straightforward, but does not account for wholesale 
electric or natural gas price feedbacks, and may not be the preferred method for modeling RPS 
impacts in situations where these feedbacks may be important. The proxy plant method is also 
not well-tuned to analyze the wholesale market value of temporally-dependent renewable energy 
production profiles, though it can be substantially modified to approximate these values. 89 

87 As natural gas prices have risen in recent years, it has become increasingly likely that renewable generation will 
offset coal production over time. 
88 There may also be an interim forecast period between the short and long run where market prices are interpolated. 
89 For example, the avoided cost estimate in one of the California studies (CRS) is based on the California Public 
Utilities Commission's avoided cost forecast methodology, the production cost component of which is based on the 
estimated cost of a new combined-cycle natural gas plant. The methodology then maps the hourly profile of a 
historical dataset of wholesale market prices to the long-run average cost of the natural gas plant to develop an 
hourly market price forecast 
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Figure 29. State RPS Cost Study Methodologies for Estimating Avoided Cost 

Six of the studies rely on dispatch simulation models to generate avoided cost forecasts. These 
models differ on one main point: whether or not RPS resources are included in the dispatch 
simulation. The California (UCS), Massachusetts (SEA), New Jersey (Rutgers), and Wisconsin 
(UCS) dispatch simulations model only the reference-case resource mix, and thereby provide a 
static avoided cost forecast. 90 On the other hand, the New York (DPS) and New York (Potomac) 
simulations model both the reference-case resource mix and the implied RPS resource mix, 
allowing wholesale market prices to vary between these two cases and therefore providing a 
dynamic avoided cost estimate. 91 Dispatch simulation models should be able to provide more 
specific and precise estimates of electricity system operating characteristics (such as hourly and 
seasonal market prices, hourly emissions, and displaced generation types) than would proxy
plant methods, but many of these characteristics can also be roughly estimated with relatively 
simple spreadsheet models. 

Six of the studies employ an integrated energy model, either NEMS or IPM, to analyze potential 
cost impacts. These models are capable of endogenously determining fuel prices and capacity 
expansion, in addition to electricity prices. The avoided cost in this instance is not a direct 
output of the model- instead, the model calculates the entire electricity (or energy) system cost 
of the reference-case and RPS scenarios, and the incremental state RPS cost is simply the 
difference between the costs of the two scenarios. 

90 The wholesale market price forecast used by the New Jersey study was determined in the New Jersey Renewable 
Market Assessment, prepared by Navigant Consulting and published in August 2004. 
91 In this case, state-RPS-eligible renewable resource types and generation costs are estimated externally to the 
dispatch simulation using a linear spreadsheet model, and renewable generators are modeled as zero-cost in the 
dispatch simulations. 
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Finally, three studies rely on alternative approaches altogether. Arizona (PEG) simply assumes 
that average retail rates will decline by 2% a year for the first 12 years of the study, and remain 
constant thereafter. Washington (Lazarus) assumes a constant avoided generation cost 
throughout the course of the study. Washington (UCS) bases its avoided cost assumptions on the 
"high fuel price" case of the Northwest Power and Conservation Council's Fifth Power Plan. 

8.2 Temporal and Geographic Variations in A voided Cost 

The avoided costs of increased renewable generation are dependent on the timing of the 
displaced generation (i.e. peak, off-peak, summer, etc.) and, in some instances, the location of 
that generation. Twelve of the studies account for the time-differentiated value of renewable 
energy. This practice may be particularly important in regions of the country that experience 
high variability in diurnal and seasonal wholesale market prices, and where renewable energy 
output profiles are either especially well or poorly matched to those changes. 

Only a few studies account for the geography of displaced generation within a specific state. 
The advent of locational marginal pricing in some regions of the country has improved our 
intuitive understanding of, and capability to model, geographically varying avoided costs. Only 
the Hawaii (GDS) and New York (DPS) studies actually model generator location, however.

92 

Predicting the likely location of renewable resource additions requires a detailed resource 
assessment- a feature that is available to few of the state RPS cost studies we reviewed. 

8.3 Natural Gas Price Forecasts 

In many studies, the most important input to the avoided cost calculation is the natural gas price 
forecast. This is due to two factors: (1) natural gas prices are highly uncertain, especially when 
compared to coal prices, making gas prices particularly difficult to predict; and (2) the majority 
of studies expect that increased renewable generation will largely displace natural gas-fired 
generation. The importance of the natural gas price forecast is also reflected by the relatively 
large number of studies that examine state RPS cost sensitivity to natural gas prices, as discussed 
earlier in this report. 

Figure 30 presents the delivered natural gas price forecasts used by the state RPS cost studies in 
their base-case analyses (alternate price forecasts used in sensitivity scenarios are not included in 
the figure). 93 These forecasts reflect the upward shift in nah1ral gas prices projections over the 
past several years, with most of the higher forecasts in the figure coming from more-recent 
studies. Though significant price discrepancies are apparent in the short term, projected prices 
converge to some degree in the longer term. The thick line marked by squares represents the 
EIA's 2006 forecast for average natural gas prices delivered to lower-48 electric generators 

92 The other three studies (Colorado PPC, Colorado UCS, and Washington Lazarus) allocate aggregate RPS cost 
impacts to utilities according to utility-specific resource requirement provisions in the state's RPS legislation or by 
comparing a proportional amount of total incremental RPS generation costs to avoided cost forecasts that vary by 
utility. 
93 Not all of the reviewed state RPS cost studies are represented in the figure. Some did not use a natural gas price 
forecast as a model input, and others did not provide the natural gas price data that they used. 
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(EIA's more recent 2007 forecast is similar). The EIA forecast is close to the median value of 
the state RPS cost study forecasts, at least in the later years of the forecasts. 
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Figure 30. Base-Case Natural Gas Price Assumptions of State RPS Cost Studies 

Prices for 2007-2011 NYMEX natural gas futures have recently been trading at much higher 
levels than the vast majority of the forecasts shown in Figure 30.94 As described in Bolinger et 
al. (2006), NYMEX futures prices -which can be locked in with certainty- may offer a more
appropriate proxy for the avoided cost of fuel-free renewable generation than do uncertain 
fundamentals-based price forecasts. This suggests that the majority of the state RPS cost studies 
we reviewed rely on natural gas price forecasts that are lower than what arguably "should" be 
used, if the analysis was prepared today, at least for gas prices through 2011 and probably for 
later years as well. This has important implications for evaluating the results of the cost studies. 
As we note in Section 5.2.2, a change in natural gas prices of20-25% can lead to a 0.5% impact 
on retail rates. Because many of the state RPS cost studies predict retail rate impacts ofless than 
1%, this implies that an increase in natural gas prices of approximately $2/MMBtu relative to the 
base case- not an unreasonable expectation given current natural gas prices -could entirely 
offset the expected incremental cost of the RPS in a number of states. 95 

94 The NYMEX data series was downloaded on March 5, 2007. Annual prices were estimated by averaging monthly 
prices (without weighting for consumption), and these estimated annual Henry Hub prices were converted to 
average wellhead prices for the lower 48 states using a method published by EIA (Budzik 2002). Wellhead prices 
were then converted to average delivered prices using the differential between average 2006 wellhead prices and 
delivered prices to electric generators in EIA 2006a. 
95 Of course, with higher natural gas prices, renewable energy is more likely to be competing with coal-fired 
generation in the future. Moreover, the effect of higher natural gas prices in mitigating potential RPS costs may be 
counterbalanced by other uncertainties that lead to higher-than-expected renewable generation costs. For instance, 
few of the reviewed studies predicted that wind capital costs would rise, rather than fall. If wind turbine costs 
remain at their current levels, it is possible that the unexpectedly high cost of wind generation will mitigate any cost 
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9. Conclusions 

With a few exceptions, the long-term rate impacts of state RPS policies are projected to be 
relatively modest. Only two of the 28 state RPS cost studies in our sample predict rate increases 
of greater than 5%, and 19 of the studies project rate increases of no greater than 1% (and six of 
these studies predict rate decreases). The median residential electric bill impact is +$0.38 per 
month. When combined with possible natural gas price reductions and corresponding gas bill 
savings, the overall cost impacts are even more modest, resulting in net consumer savings in at 
least one additional case. 

Not surprisingly, wind power is expected to be the dominant state RPS resource, comprising 
62% of incremental state RPS generation across the reviewed studies. The prevalence of wind 
suggests that wind generation costs (including transmission, capacity, and integration costs, as 
well as capital costs) are particularly important input assumptions to most state RPS cost models. 

The studies in our sample utilize a variety of modeling approaches, methods, and data sources to 
estimate state RPS costs and benefits. A standard cost template has not yet emerged. This is in 
part due to regional differences in state RPS policies and electricity markets, as different 
situations call for different modeling approaches. However, a more important factor may be the 
time and funding constraints imposed on individual studies. State RPS cost studies are typically 
done with limited budgets on short timeframes, and the sophistication and detail of the analysis 
may largely be a function of these factors. 

More-sophisticated models can account for interesting and potentially significant natural gas and 
wholesale electricity price feedbacks and may therefore be better-received by policymakers and 
state RPS stakeholders. These models may also be better able to capture the benefits of 
increased renewable energy deployment. It is not entirely clear, however, that such models 
necessarily improve predictive accuracy. The assumptions for the primary and secondary costs 
of renewable energy, as well as the cost of conventional generation offset by increased 
renewable energy deployment, are likely of far more importance than the type of model used. 

Though this report has focused most heavily on state-RPS-induced rate impacts, an increasing 
number of studies are modeling the macroeconomic or other public benefits of state RPS 
policies, either in addition to, or exclusive of, rate impacts. Similarly, studies are increasingly 
evaluating the sensitivity of state RPS costs to uncertain input parameters, and are considering 
the potential value of renewable energy in reducing certain electricity sector risks. 

State RPS cost studies are becoming more sophisticated, but improvements are still possible. 
Based on our review, we identify a number of areas of possible improvement for future state 
RPS cost studies: 

• Improved treatment of transmission costs, integration costs, and capacity values. 
Transmission availability and transmission expansion costs have become among the most 

advantages that renewable generation might have achieved under a scenario of high natural gas prices. The 
uncertainties involved with predicting natural gas prices and wind capital costs (to name but two of a plethora of 
uncertain cost-driving factors) underscore the importance of performing scenario analysis. 
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important barriers to renewable energy in many states, but these costs are often poorly 
understood and imprecisely modeled in state RPS cost studies. The capacity value of 
renewable energy (wind, in particular), as well as the cost of integrating renewable energy 
into larger electricity systems, are likewise emerging as potentially important variables, and 
studies analyzing state RPS policies with relatively high incremental targets must be careful 
to properly account for these potential costs and impacts. 

• More rigorous estimates of the future cost and performance of renewable technologies. As 
the renewable energy market continues to rapidly evolve and expand, the need for accurate, 
rigorous, and up-to-date estimates of renewable resource cost, performance, and potential is 
as acute as ever. Unfortunately, some of the most commonly used data sources for the cost 
and potential of renewable generation technologies are somewhat dated and arguably not up 
to the task. Developing better estimates of future renewable technology cost and 
performance would require time and resources that are beyond the scope of many state RPS 
cost studies, and would probably be best managed by a government agency. The availability 
of such information would improve the credibility of state RPS cost analysis and lend more 
weight to economic analysis of renewable technologies in general. 

• Consideration of competing state RPS requirements. As the number of states that have 
adopted RPS policies continues to grow, the available supply of renewable energy in regions 
with limited renewable potential (e.g., New England) may become more costly due to 
increased demand. Future cost studies would be well served to consider renewable demand 
from existing and potentially new RPS policies in neighboring states and regions and 
evaluate the potential effect of this demand on state RPS rate impacts. 

• Estimating the future price of natural gas. Where possible, base-case natural gas price 
forecasts should arguably be benchmarked to then-current NYMEX futures prices (Bolinger 
et al. 2006). Furthermore, given fundamental uncertainty in future gas prices, a healthy range 
of alternative price forecasts should be considered through sensitivity analysis. To calculate 
the potential secondary impacts of increased renewable energy deployment on natural gas 
prices, either an integrated energy model or the simplified tool developed by Wiser et al. 
(2005) might be used. 

• Evaluation of coal as the marginal price setter. With high natural gas prices, some states 
are shifting away from natural gas towards other resources, especially coal. A few of the 
state RPS cost studies already assume that coal is the marginal fuel type that is offset by 
increased renewable generation, but most of the studies assume that natural gas will be the 
primary source of displaced electricity generation. New studies should more closely 
investigate the possibility that RPS generation may increasingly displace coal-fired and other 
non-gas-fired generation. Such a shift would likely reduce the importance of natural gas bill 
savings, but could also increase the importance of carbon emissions reductions. 

• Greater use of scenario analysis. The inaccuracy of long-term fundamental gas price 
forecasts from the EIA and other private sector firms in recent years underscores the 
importance of using scenario analysis to bound possible outcomes. Not only is the future 
cost of conventional generation unknowable, renewable technologies themselves are 
experiencing rapid changes, both of which render the long-term impacts of state RPS policies 
highly uncertain. Such uncertainty can be evaluated, to a degree, through greater use of 
scenario analysis. Some of the variables that may be most appropriate for scenario analysis 
include renewable technology potential and costs, future natural gas and wholesale electric 
prices, the period of PTC extension, and the potential impact of future carbon regulations. 
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• Consideration of future carbon regulations. As some states and regions begin to implement 
carbon regulations, renewable generators may stand to benefit. It is also possible that federal 
carbon regulations will be developed within the time horizon of state RPS policies. Although 
these trends may significantly reduce the incremental cost of the renewable generation that is 
required by state RPS policies, the risk of future carbon regulation has only been modeled by 
four of the studies in our sample. In future studies, we recommend that the risk of future 
carbon regulations be explicitly considered, at a minimum though scenario analysis. 

• Accurate representation of state RPS market structure. In some regions of the country, 
state RPS compliance strategies based on short-term markets for RECs have led to 
unexpected cost impacts. All other factors being equal, markets in which electricity suppliers 
primarily rely on spot market REC transactions for RPS compliance may result in 
substantially different consumer cost impacts than markets that are dominated by traditional 
long-term contracting for renewables procurement. Where the former conditions apply, the 
market-clearing model should be used to estimate consumer costs. Where long-term 
contracts are more common, the average-cost model may be more appropriate for estimating 
these cost impacts. Future state RPS cost studies should seek to adopt modeling approaches 
that are consistent with probable RPS market structures. 

• More robust treatment of public benefits. Though an increasing number of studies have 
modeled macroeconomic benefits, the assumptions driving these analyses are often 
inconsistent, and the wide range of results may detract from the credibility of such studies. 
More work is needed to identify the most feasible and defensible assumptions governing the 
public benefits of renewable energy, including the fossil fuel hedge value of renewable 
energy and the benefits of reduced carbon emission, in addition to employment and economic 
development impacts. 

Actual state RPS costs may differ from those estimated in the state RPS cost studies. The 
improvements listed above, if adopted, should lead to more accurate and realistic projections of 
the costs and benefits of state RPS policies in the future. In the meantime, it is difficult to assess 
whether the state RPS impact studies reviewed in this report present overly optimistic or overly 
conservative estimates of future costs. Some of the assumptions in the state RPS cost studies 
that may result in an underestimation of actual state RPS costs include: 

• Wind capital cost assumptions that appear too low in many cases, given recent increases 
in wind costs; 

• Transmission and integration costs that are not fully considered in some instances; 
• Use of an "average cost" model in some situations when a "market-clearing" model may 

be more appropriate; 
• Lack of full consideration for the potential demand for renewable energy from other 

sources, such as demand from other state RPS policies; 
• Increased likelihood that coal-fired generation will set wholesale market prices in some 

regions which, in the absence of carbon regulations, may make renewable generation less 
economic than when renewable energy is presumed to compete with natural gas; and, 

• Expectations in some cases that the federal production tax credit (PTC) will be available 
indefinitely, which may be overly optimistic given the political uncertainty affecting PTC 
extension. 
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Conversely, a number of other cost study assumptions may result in an overestimation of actual 
state RPS costs, including: 

• Reliance on natural gas price forecasts that are almost universally substantially below 
current price expectations; 

• Secondary natural gas and/or wholesale electric price reductions that have not been 
modeled in many of the studies; 

• The potential for future carbon regulations, which are ignored in most of the studies in 
our sample; and 

• Expectations in many cases that the PTC will only be available for either a very limited 
period or not at all, which may be overly conservative given the recent two-year 
extension of the PTC and the possibility for longer-term extension. 

As states accumulate more empirical experience with actual state RPS policies, future analyses 
should benchmark the cost projections from RPS cost studies against actual realized cost impacts 
as a way to both inform future state RPS modeling efforts and better weigh the potential costs 
and benefits of state RPS policies. 
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Appendix B. Base-Case Scenarios Chosen for State RPS Cost Studies 

Study 
Scenario Chosen for 

Rationale 
Base-Case 

AZ (PEG) Scenario 1, Option 1 Most similar to existing Arizona RPS 

CA(LADWP) 
"Renewables Above Cost results of this scenario are between the results of the other 
Gas/Coal Mix" two scenarios 

HI (GDS) 
"9.5% RPS/Reference Oil 

Text of report appears to indicate that this is more likely scenario 
Price Case" 

IN (EEA) Scenario 1 
All other scenarios in the report are compared against this 
scenario 

Average of "Market 
NY(DPS) Clearing" and "Average Study does not indicate which scenario is more likely 

Cost" approaches 

NY (ICF) 
Average of Scenario 1 and 

Study does not clearly identify a base case scenario 
Scenario 2 

Study provides complete set of sensitivity results for this target 
RI (Tellus) 20% RPS target level, but does not provide complete sensitivity results for other 

levels 

TX (UCS) 
"TEPC Proposal, More TEPC proposal of 10,000 MW by 2025 more closely resembles 
Likely Scenario" actual legislation 

20% is the RPS target level currently being considered in the 

VA(CEC) 20% RPS, Low Imports 
state legislature. To be conservative, "Low Imports" scenario 
chosen because it has higher cost impacts than "Low Natural 
Gas" scenario. 

"Vennont-Only 
Although text of report appears to indicate that Hydro-Quebec 

VT (Synapse) renewables, Excluding 
resources are included in base case, the study provides more 

Hydro-Quebec" 
comprehensive results for the scenario in which these resources 
are excluded 

WI (UCS) 
"PTC to 2007 no C02 Supplemental information provided by study authors identifies 
savings" this scenario as the base case 

Note: For studies not mcluded m the table, the base-case iS specifically identified m the cost-unpact report. 

69 

ED_00011 O_LN_Set200001304-00085 



FOIA 2014-009508 Interim 5 

Appendix C. Methodology for Converting Cost Results 

In general, the cost studies provided cost results in at least one of the following formats: 

1) Percentage changes in retail electricity rates 
2) Monthly electricity bill impacts for typical customers 
3) Cents/kWh retail rate impacts 
4) $/MWh cost premium of state RPS generation (RECs) 
5) Annual cost premium/savings of state RPS 

As noted in Section 3.1, we have converted all cost results to the first three of these metrics. We 
consistently relied upon two data sources to perform these conversions: 

• 2003 average monthly residential electricity consumption data and retail rates for each 
state, from EIA (2004) 

• Projected average retail and residential electricity rates by Electricity Market Module 
(EMM) region from the EIA (2005) Annual Energy Outlook (AEO). Where necessary, 
we normalized these rates for each state according to the following formula: 

Expected retail rate in state in 20xx = 
Average retail rate in state in 2003 Projected retail rate in EMM region in 20xx * ___ ____;::::...._ __________ _ 

Average retail rate in EMM region in 2003 

Specific calculation steps to arrive at percentage changes in electricity rates, monthly bill 
impacts, and cents/kWh retail rate impacts are detailed below (italicized terms represent 
variables mentioned above): 

1) Percentage changes in retail electricity rates 
To calculate percentage changes in retail rates, it was necessary to first calculate ¢/kWh rate 
impacts (if they were not already provided by the cost study). 96 We converted monthly bill 
impacts to ¢/kWh by dividing them by average residential monthly electricity consumption 
figures from EIA (2004).97 We converted annual cost impacts to ¢/kWh by dividing them by the 
projected electricity load (that is subject to the state RPS) in the relevant year. We then 
calculated the percent change of this ¢/kWh rate impact from the expected retail rate in the 
relevant year. 

2) Monthly electricity bill impacts for typical customers 
To calculate monthly electricity bill impacts, it is also necessary to first calculate ¢/kWh rate 
impacts. We converted percentage changes in retail rates to ¢/kWh by applying these changes to 
the expected retail rate in the relevant year. To convert other cost metrics to ¢/kWh, we 

96 If the study provided projected REC prices instead of ¢/kWh retail rate impacts, we used RECs prices as a proxy 
for ¢/kWh. 
97 Note that this calculation yields the ¢/kWh impact for residential customers, which may, depending on the study's 
cost allocation assumptions, differ from the ¢/kWh impact for all retail customers. This difference, if it exists, is 
likely to be negligible. 
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followed the calculation steps outlined above. Once we estimated the ¢/kWh rate impact, we 
multiplied it by average residential electricity consumption to arrive at the monthly bill impact. 

3) Cents/kWh retail rate impacts 
We converted other cost metrics to ¢/kWh retail rate impacts using one of the methods described 
in the two numbered items above. 
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